
Proceedings of the 
1998 Geographic Information Systems in
Public Health Conference



Contents

Introduction xiii

Planning Committee xv

Conference Sponsors xvii

Distinguished Speakers xix

Conference Agenda xxi

Environmental Health Protection 1

A Study on Environmental Equity in Albuquerque, New Mexico: 
Executive Summary 3

Amy Baker (1), Gloria Cruz (supplemental atlas) (2) 
(1) Doctoral Candidate, Economics Department, University of New Mexico, Albuquerque, NM;
co-project lead, report author; (2) Data Analyst III, Albuquerque Environmental Health
Department, Albuquerque, NM; co-project lead, GIS support and map production 

Health Risk Analysis of the Rio de Janeiro Water Supply Using 
Geographical Information Systems 9

Christovam Barcellos, Kátia Coutinho Barbosa, Maria de Fátima Pina, Mônica MAF
Magalhães, Júlio CMD Paola 
Dept. of Health Information, Fundação Oswaldo Cruz (DIS/CICT/FIOCRUZ), Rio de Janeiro,
Brazil 

Health Data Mapping in Southeast Toronto: A Collaborative Project 15

D Buckeridge (1), L Purdon (2), the South East Toronto Urban Health Research
Group (3) 
(1) Department of Public Health Sciences, Faculty of Medicine, University of Toronto, Toronto,
Canada; (2) Southeast Toronto (SETO) Project, Toronto, Canada; (3) University of Toronto,
Toronto, Canada 

Exposure Assessment for Trichloroethylene in Drinking Water Using a
Geographic Information System 23

X Chen, CE Feigley, EM Frank, WA Cooper, Y Huang 
School of Public Health, HESC, University of South Carolina, Columbia, SC 

iii



Environmental Exposure and the Reproductive Health of Hispanic 
Women in Miami-Dade County, Florida 39

Alice Clarke (1), Seemanthini Hariharan (2), Jennifer Fu (3) 

(1) Florida International University, Dept. of Environmental Studies, Miami, FL; (2) University of
Miami, School of Medicine, Dept. of Obstetrics & Gynecology, Miami, FL; (3) Florida
International University, Green Library GIS Laboratory, Miami, FL

Using GIS to Create Childhood Lead Poisoning Guidelines in Florida 47

Christopher M Duclos, Tammie M Johnson, Trina Thompson 

Bureau of Environmental Epidemiology, Florida Department of Health, Tallahassee, FL 

Potential Risk Indexing System (P-RISK Model) Utilizing GIS to 
Rank Geographic Areas, Industrial Sectors, Facilities, and Other 
Areas of Concern 53

Debra L Forman (1), Amy Amina C Wilkins (2), David West (3) 

(1) Waste and Chemicals Management Division, US Environmental Protection Agency, Region
III, Philadelphia, PA; (2) Office of Research and Development, National Center for
Environmental Assessment, US Environmental Protection Agency, Washington, DC; (3) Office
of Policy and Management, US Environmental Protection Agency, Region III, Philadelphia, PA

Strategies for GIS and Public Health 63

Michael F Goodchild 

National Center for Geographic Information and Analysis, University of California, Santa
Barbara, CA; Department of Geography, University of California, Santa Barbara, CA 

GIS in a County Environmental Health Agency 73

Peter J Isaksen, RS, Margaret M Blanchet, REHS, Todd W Yerkes, RS, 
Carl Osaki, RS 

Seattle-King County Department of Public Health, Seattle, WA 

Disease Cluster Investigation and GIS: A New Paradigm? 83

Geoffrey M Jacquez, MS, PhD 

BioMedware, Ann Arbor, MI 

Perception and Reality: GIS in Environmental Justice through Pollution
Prevention 93

Marion C Kinkade, Jr, MCRP (Cand)  

GIS Coordinator, Lincoln-Lancaster County Health Department, Lincoln, NE 

Using a Geographic Information System to Guide a Community-Based 
Smoke Detector Campaign 103

Garry Lapidus, PA-C, MPH (1), Steve McGee, BS (2), Robert Zavoski, MD, MPH (1),
Ellen Cromley, PhD (2), Leonard Banco, MD (1) 

(1) Connecticut Childhood Injury Prevention Center, Children’s Medical Center and the
University of Connecticut School of Medicine, Hartford, CT; (2) Department of Geography,
University of Connecticut, Storrs, CT

iv GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



Kriging Analysis Applied to Ecological Risk Assessment of 
Harbor Sediments 109

Christopher J Leadon 
Environmental Engineer, Environmental Specialist Support Team (ESST), Southwest Division
(SWDIV), Naval Facilities Engineering Command, San Diego, CA 

Automated Process for Accessing Vital Health Information at 
Census Tract Level 119

Hsiu-Hua Liao (1), Paul Laymon (2), Kirk Shull (2) 
(1) St. Louis County Department of Planning, Clayton, MO (2) Division of Biostatistics, South
Carolina Department of Health and Environmental Control, Columbia, SC 

Geographic Information Analysis of Pediatric Lead Poisoning 137
Florence Lansana Margai, PhD
Department of Geography, Binghamton University-SUNY, Binghamton, NY 

A GIS Analysis of Industrial Pollution in Hartford, Illinois 147
Richard T Masse, MPH 
University of Illinois at Springfield, Springfield, IL 

Exposure Assessment in Environmental Epidemiology: Application of 
GIS Technology 157

John R Nuckols, PhD (1), Mary H Ward, PhD (2), Stephanie J Weigel, PhD (1) 
(1) Department of Environmental Health, Colorado State University, Fort Collins, CO; (2)
Occupational Epidemiology Branch, Division of Cancer Epidemiology and Genetics, National
Cancer Institute, Bethesda, MD 

The Use of GIS in Identifying Risk of Elevated Blood Lead Levels 
in Australia 167

Lisel A O’Dwyer, PhD 
National Key Centre for Social Applications of GIS, School of Geography, Population and
Environmental Management, Flinders University, Adelaide, South Australia, Australia 

Drinking Water Source Protection and GIS in Reno County, Kansas 183
Daniel L Partridge, RS (1), Michael Mathews (2) 
(1) Reno County Health Department, Hutchinson, KS; (2) Reno County Information Services,
Hutchinson, KS 

Geographic Database for Public Health in Portugal: Public Health 
National Charter 189

Ana Patuleia (1), Marco Painho (2) 
(1) Master’s student, ISEGI, New University of Lisbon, Lisbon, Portugal; (2) Associate
Professor, ISEGI, New University of Lisbon, Lisbon, Portugal 

Screening for Childhood Lead Exposure Using a Geographic Information
System and Internet Technology 197

Stephen A Scott (1), Randy Knippel (2) 
(1) Environmental Management Department, Dakota County, Apple Valley, MN; (2) Survey and
Land Information Department, Dakota County, Apple Valley, MN 

CONTENTS V



Refined Soil Texture Emission Factors for Estimating PM10 207
Samuel Soret, PhD (1), Randall G Mutters, PhD (2) 
(1) Geographic Information, Analysis and Technologies Laboratory, Department of
Environmental and Occupational Health, School of Public Health, Loma Linda University,
Loma Linda, CA; (2) University of California Cooperative Extension, Oroville, CA 

A Public Health Information System for Conducting Community Health 
Needs Assessment 215

Elio F Spinello, MPH, Ronald Fischbach, PhD 
Department of Health Sciences, California State University, Northridge, CA 

Geographic Information Systems and Ciguatera Fish Poisoning in the 
Tropical Western Atlantic Region 223

John F Stinn, BA (1), Donald P de Sylva, PhD (2), Lora E Fleming, MD, PhD, MPH
(3), Eileen Hack, BS (4) 
(1) Public Health Practice Program, Centers for Disease Control and Prevention, Atlanta, GA;
(2) Rosenstiel School of Marine and Atmospheric Sciences, University of Miami, Miami, FL; (3)
NIEHS Marine and Freshwater Biomedical Sciences Center, University of Miami, Miami, FL; (4)
Department of Epidemiology and Public Health, University of Miami, Miami, FL

Web-Based Access and Visualization of Hazardous Air Pollutants 235
Jürgen Symanzik (1), David Wong (2), Jingfang Wang (2), Daniel B Carr (2), Tracey
J Woodruff (3), Daniel A Axelrad (3) 
(1) Department of Mathematics and Statistics, Utah State University, Logan, UT (2) George
Mason University, Fairfax, VA; (3) Office of Policy, US Environmental Protection Agency,
Washington, DC 

Geographic Analysis of Childhood Lead Exposure in New York State 249
Thomas O Talbot, MSPH, Steven P Forand, MA, Valerie B Haley, MS 
Geographic Research and Analysis Section, Bureau of Environmental and Occupational
Epidemiology, New York State Department of Health, Troy, NY 

Integration of Particulate Air Modeling with a GIS: An Exposure 
Assessment of Emissions from Two Phosphate-Processing Plants 267

Gregory V Ulirsch, Debra L Gable, Virginia Lee 
Agency for Toxic Substances and Disease Registry, US Public Health Service, Atlanta, GA 

Prenatal Health Behaviors and Birth Outcomes 281
Jane E Warga (1), Tracy Benzies-Styka (2), Matthew Stefanak (3), 
Kimberly Vaughn (4) 
(1) Director, Health Education & Assessment, District Board of Health of Mahoning County,
Youngstown, OH; (2) Community Health Education Specialist, District Board of Health of
Mahoning County, Youngstown, OH; (3) Health Commissioner, District Board of Health of
Mahoning County, Youngstown, OH; (4) GIS Administrator, Mahoning County Planning
Commission, Youngstown, OH

vi GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



Implementation and Operations 287

Exploring the Demographic and Socioeconomic Determinants of 
Health along the US-Mexico Border: An Online Interactive Application 289

Deborah L Balk (1), Meredith L Golden (1), Maria Iwaniec (2) 
(1) Center for International Earth Science Information Network (CIESIN), Columbia University,
Palisades, NY; (2) Saginaw County, Saginaw, MI 

Using GIS as a Management Tool for Health Care Assessment and 
Planning 299

Audra Eason, U Sunday Tim
Department of Agricultural and Biosystems Engineering, Iowa State University, Ames, IA 

Health Service Sites Access Analysis Using Internet GIS 311
Yongmei Lu
Department of Geography, State University of New York at Buffalo, Buffalo, NY 

GIS Analysis of Brain Cancer Incidence near National Priorities List Sites in
New Jersey 323

Oleg I Muravov, MD, PhD, Wendy E Kaye, PhD, C Virginia Lee, MD, MPH, Paul A
Calame, MS, Kevin S Liske, MA
Agency for Toxic Substances and Disease Registry, US Department of Health and Human
Services, Atlanta, GA 

Remote Imaging Applied to Schistosomiasis Control: The Anning 
River Project 331

Edmund Y Seto (1), Don R Maszle (1), Robert C Spear (1), Peng Gong (1), 
Byron Wood (2)
(1) University of California, Berkeley, CA; (2) NASA Ames Research Center, Moffett Field, CA 

A Conceptual Model of the Spread of Rabies That Integrates Computer
Simulation and Geographic Information Systems 341

Lorinda L Sheeler-Gordon, Kenneth R Dixon
The Institute of Environmental and Human Health, Texas Tech University, Lubbock, TX 

A GIS Analysis of Motor Vehicle Injuries in Ventura County, California 349
Paul Van Zuyle
Department of Geography, University of California, Santa Barbara, CA; Ventura County Public
Health Department, CA 

Childhood Lead Poisoning: The Potential and Pitfalls of Applying 
GIS to the Development of Federal Environmental Justice Policy 353

Max Weintraub, MS
US Environmental Protection Agency Region 9, San Francisco, CA

CONTENTS vii



Disease Surveillance 363

Cancer Incidence in Southington, Connecticut, 1968–1991, in Relation to
Emissions from Solvents Recovery Services of New England 365

Diane D Aye, MPH, PhD (1), Gary V Archambault, MS (1), Deborah Dumin (2) 

(1) Division of Environmental Epidemiology and Occupational Health, Connecticut Department of
Public Health, Hartford, CT; (2) Connecticut Department of Environmental Protection, Hartford, CT

Analyzing Motor Vehicle Injuries with the Connecticut Crash Outcome Data
Evaluation System GIS 377

Ellen K Cromley (1), Mary Kapp (2), Brian R Pope (1) 

(1) Department of Geography, University of Connecticut, Storrs, CT; (2) Connecticut
Department of Public Health, Hartford, CT 

Using a Proximity Filter to Improve Rabies Surveillance Data 383

Andrew Curtis

Louisiana State University, Baton Rouge, LA 

A GIS-Based, Case-Control Analysis of Cancer Incidence and 
Land Use Patterns 391

Steve Dearwent

Department of Environmental Health Sciences, School of Public Health, University of Alabama
at Birmingham, Birmingham, AL 

Power Lines, Line Transects, and GIS 397

J Wanzer Drane, PE, PhD (1), Heidi L Weiss, PhD (2), Tim E Aldrich, MPH, PhD (3),
Dana L Creanga, PhD (4), Gerald F Pyle, PhD (5) 

(1) School of Public Health, University of South Carolina, Columbia, SC; (2) Comprehensive
Cancer Center, University of Alabama at Birmingham, Birmingham, AL; (3) Department of
Health and Environmental Control, Centers for Disease Control and Prevention, US
Department of Health and Human Services, Columbia, SC; (4) Computer Horizons,
Indianapolis, IN; (5) Professor of Geography, University of North Carolina at Charlotte,
Charlotte, NC

Data Issues and Cartographic Techniques as Applied to the Use of GIS in
Epidemiology: The Alberta Health Model 411

Erik A Ellehoj (1), Dr Fu-Lin Wang (2), Dr Stephan Gabos (2) 

(1) Ellehoj Redmond Consulting, Edmonton, Alberta, Canada; (2) Surveillance Branch, Alberta
Health, Alberta, Canada 

Spatial and Environmental Risk Factors for Diarrheal Disease in 
Matlab, Bangladesh 421

Michael Emch

Department of Geography, University of Northern Iowa, Cedar Falls, IA 

viii GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



Design and Implementation of a Geographic Information System 
for the General Practice Sector in Victoria, Australia 435

Julie B Green (1), Francisco J Escobar (2), Elizabeth Waters (1), 
Ian P Williamson (2) 

(1) Centre for Community Child Health, University of Melbourne, Royal Children’s Hospital,
Melbourne, Victoria, Australia; (2) Department of Geomatics, University of Melbourne,
Melbourne, Victoria, Australia 

The Knox Method and Other Tests for Space-Time Interaction 445

Martin Kulldorff (1), Ulf Hjalmars (2) 

(1) Division of Biostatistics, Department of Community Medicine and Health Care, University of
Connecticut School of Medicine, Farmington, CT; (2) Department of Pediatrics, Östersund
Hospital, Östersund, Sweden 

Exploratory Data Analysis in a Study of Breast Cancer 
and the Environment 461

Steven J. Melly (1), Nancy I. Maxwell (1), Yvette T. Joyce (2), Julia G. Brody (1) 

(1) Silent Spring Institute, Newton, MA; (2) Applied Geographics, Inc., Boston, MA 

Temporal and Spatial Distributions of Cases of Verocytotoxigenic 
Escherichia Coli Infection in Southern Ontario 469

Pascal Michel (1), Jeff Wilson (1,2), Wayne Martin (1), Scott McEwen (1), Robert
Clarke (3), Carlton Gyles (4) 

(1) Department of Population Medicine, OVC, University of Guelph, Guelph, Ontario, Canada;
(2) Laboratory Centre for Disease Control, Health Canada, Canada; (3) Guelph Laboratory,
Health Canada, Guelph, Ontario, Canada; (4) Department of Pathobiology, OVC, University of
Guelph, Guelph, Ontario, Canada

Spatial Patterns of Malaria Case Distribution in Padre Cocha, Peru 475

Martha H Roper (1), O Jaime Chang (2), Adeline Chan (1), Claudio G Cava (3),
Javier S Aramburu (3), Carlos Calampa (3), Carlos Carrillo (2), Alan J Magill (1),
Allen W Hightower (4) 

(1) US Naval Medical Research Institute Detachment, Lima, Peru; (2) Instituto Nacional de
Salud, Lima, Peru; (3) Direccion Regional de Salud de Loreto, Iquitos, Peru; (4) Centers for
Disease Control and Prevention, Atlanta, GA 

Evidence for Geographic Clustering of Reported Gonorrhea Cases: 
A Neighborhood-Level Analysis of Environmental Risk 489

Richard A Scribner, MD, MPH (1), Deborah A Cohen, MD, MPH (1), Thomas A
Farley, MD, MPH (2) 

(1) Department of Public Health and Preventive Medicine, School of Medicine, Louisiana State
University, New Orleans, LA; (2) Department of Epidemiology, Louisiana Office of Public
Health, New Orleans, LA 

CONTENTS ix



Social and Demographic Analysis 499

The New Mexico Mammography Project: Using GIS to Determine 
Geographic Variation in Mammography Utilization 501

Andrew M Amir-Fazli, Patricia M Stauber, Meg Adams-Cameron, Charles R Key 
New Mexico Tumor Registry, Cancer Research and Treatment Center, University of New
Mexico, Albuquerque, NM 

Population-Based Prevalence of Cocaine in Newborn Infants—
Georgia, 1994 509

Mary D Brantley (1), Roger W Rochat (2), Cynthia D Ferre (1), M Louise Martin (1),
L Omar Henderson (1), W Harry Hannon (1), Brian J Ziegler (3), Paul M Fernhoff
(3), Lori M Mayer (3), Elizabeth A Franko (2), Virginia D Floyd (2), Eric J Sampson
(1), David J Erickson (1)
(1) Centers for Disease Control and Prevention, Atlanta, GA; (2) Georgia Division of Public
Health, Atlanta, GA; (3) Georgia Chapter of the March of Dimes Bir th Defects Foundation,
Atlanta, GA 

Issues in Environmental Justice Research 525
Susan L Cutter
Director, Hazards Research Laboratory, Department of Geography, University of South
Carolina, Columbia, SC 

Using GIS to Study the Health Impact of Air Emissions 533
Andrew L Dent (1), David A Fowler (2), Brian M Kaplan (3), Gregory M Zarus (4) 
(1) GIS Analyst, Electronic Data Systems, Plano, TX; (2) Toxicologist, Agency for Toxic
Substances and Disease Registry, Exposure Investigations and Consultation Branch, Atlanta, GA;
(3) Environmental Health Scientist, Agency for Toxic Substances and Disease Registry, Federal
Facilities Assessment Branch, Atlanta, GA; (4) Atmospheric Scientist, Agency for Toxic
Substances and Disease Registry, Exposure Investigations and Consultation Branch, Atlanta, GA

Assessing the Accuracy of Geocoding Using Address Data from Birth
Certificates: New Jersey, 1989 to 1996 547

Mark C Fulcomer (1), Matthew M Bastardi (2), Haniya Raza (1), Michael Duffy (1),
Ellen Dufficy (1), Marcia M Sass (1) 
(1) New Jersey Dept. of Health and Senior Services, Center for Health Statistics, Trenton, NJ;
(2) New Jersey Dept. of Treasury, Office of Telecommunications and Information Systems,
Trenton, NJ 

GIS Analysis of Firearm Morbidity and Mortality in Atlanta, Georgia 561
Dawna S Fuqua-Whitley, MA, Kidist K Bartolomeos, MPH, 
Arthur L Kellermann, MD, MPH 
Emory Center for Injury Control, Rollins School of Public Health, Emory University, Atlanta, GA

A New GIS-Based Tool for the Assessment of Environmental Equity and Death
Rates Near Superfund Sites in the Urban Counties of Washington State 571

Richard Hoskins PhD, MPH
Director, GIS and Spatial Epidemiology Unit, Office of Epidemiology, Washington State

x GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



Department of Health, Olympia, WA 

The Role of Geographic Information Systems in Population Health 579
Russell S Kirby, PhD, MS, FACE (1), Seth L Foldy, MD (2) 
(1) Department of Obstetrics and Gynecology, Milwaukee Clinical Campus, University of
Wisconsin-Madison Medical School, Milwaukee, WI; (2) Commissioner, Milwaukee Department
of Health and Department of Family and Community Medicine, Medical College of Wisconsin,
Milwaukee, WI

Characterizing the Environmental Features of a Region for a 
Community-Level Health Study of Breast Cancer 589

Steven J. Melly (1), Yvette T. Joyce (2), Julia G. Brody (1) 
(1) Silent Spring Institute, Newton, MA; (2) Applied Geographics, Inc., Boston, MA 

GIS in Community Health Assessment and Improvement 593
Alan Melnick, MD, MPH (1, 2), Nicholas Seigal, MCRP (3), Jono Hildner, MS (4),
Tom Troxel, MS (2) 
(1) Oregon Health Sciences University, Portland, OR; (2) Clackamas County Public Health
Division, Oregon City, OR; (3) Anteus Consulting, Portland, OR; (4) Hildner and Associates,
West Linn, OR 

Using a Comprehensive Community Health Information System for 
Public Health Planning and Program Delivery 607

Cordell Neudorf (1), Nazeem Muhajarine (2) 
(1) Strategic Health Information and Planning Services, Saskatoon District Health, Saskatoon,
Saskatchewan, Canada; (2) Department of Community Health and Epidemiology, University of
Saskatchewan, Saskatoon, Saskatchewan, Canada 

GIS for Community Health Planning: A Guide for Software Developers 619
Thomas B Richards, MD (1), Charles M Croner, PhD (2), Carol K Brown, MS (3),
Littleton Fowler, DDS (4) 
(1) Public Health Practice Program Office, Centers for Disease Control and Prevention, Atlanta,
GA; (2) National Center for Health Statistics, Centers for Disease Control and Prevention,
Hyattsville, MD; (3) National Association of County and City Health Officials, Washington, DC;
(4) Association of State and Territorial Local Health Liaison Officials, Washington, DC;
Cleveland County Health Department, Norman, OK

Nutrition Risk of Older Persons Participating in Home-Delivered and
Congregate Meal Programs in Relationship to Demographics and 
Community Resources 625

Alice A Spangler, PhD, RD, FADA, CFCS
Department of Family and Consumer Sciences, Ball State University, Muncie, IN 

Plotting Rural Households Where Map Details Are Insufficient: The 
Use of GPS in the Keokuk County Rural Health Study 635

ER Svendsen, SJ Reynolds, C Zwerling, LF Burmeister, AM Stromquist, CD Taylor,
JA Merchant 
Keokuk County Rural Health Study, Department of Occupational and Environmental Health,
University of Iowa, College of Public Health, Iowa City, IA 

CONTENTS xi



An EPA Region 2 GIS Application for Identifying Environmental 
Justice Areas 639

Daisy SY Tang, MA, Linda Timander, MA 
US Environmental Protection Agency, Region 2, New York, NY 

Understanding the Role of Geospatial Information Technologies in
Environmental and Public Health: Applications and Research Directions 647

U Sunday Tim
Agricultural and Biosystems Engineering Department, Iowa State University, Ames, IA 

Spatial Analysis of Premature Deaths among African-American Males in 
Fulton County (Atlanta), Georgia 659

Adewale Troutman, MD, MPH
Director, Fulton County Department of Health and Wellness, Atlanta, GA 

Regional Patterns of Alcohol-Specific Mortality in the United States 669
WF Wieczorek, CE Hanson 
Center for Health and Social Research, Buffalo State College, Buffalo, NY 

Warren County Landfill: Still Provocative After All These Years 677
PS Wittie (1,2), B Nicholson (2) 
(1) Department of Geography, University of North Carolina-Chapel Hill, Chapel Hill, NC; (2)
North Carolina Superfund Section, Division of Waste Management, Department of
Environment and Natural Resources, Raleigh, NC 

xii GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



Environmental Health Protection

1



A Study on Environmental Equity in Albuquerque, New
Mexico: Executive Summary

Amy Baker (1), Gloria Cruz (supplemental atlas) (2)*
(1) Doctoral Candidate, Economics Department, University of New Mexico, Albuquerque, NM; co-
project lead, report author; (2) Data Analyst III, Albuquerque Environmental Health Department,
Albuquerque, NM; co-project lead, GIS support and map production

Note: This paper contains the executive summary of the report, A Study on
Environmental Equity in Albuquerque, New Mexico. For a copy of the full report, contact
Gloria Cruz.

Abstract

A study on environmental equity in Albuquerque, New Mexico, analyzed
the distribution of sites of environmental concern relative to host community
demographic composition. In two phases, the study analyzed environmental
equity issues involving the 419 census-defined block groups within the
Albuquerque metropolitan area using a geographic information system (GIS)
and rigorous statistical modeling. The GIS proved to be a very powerful tool
for determining the accuracy of the models and linking the statistical data with
spatial analysis. Geographic analysis was used to determine the relationship
between environmental sites, demographic data, voter participation, and
major transportation corridors. Voter participation and proximity to major
transportation corridors were found to be strong indicators of site presence
and number. In Phase II, the GIS was used to aggregate block group-level data
to the neighborhood level and to calculate the mean populations of the vari-
ous social groups for the study area. Additional social groupings were in-
cluded—e.g., children and elderly people in poverty. Areas of special concern
were identified based on whether or not they fell above the mean (depending
on the criteria); that is, based on how their demographic characteristics related
to those of other Albuquerque neighborhoods. Mean difference tests estab-
lished whether these areas of special concern contained disproportionate num-
bers of sites. This study involved the creation of a supplemental atlas, which
contains over 60 maps including location and bivariate maps of environmen-
tal sites overlaid on polygons representing various types of demographic
composition. The Albuquerque Geographic Information System, the GIS used
in this study, has been online since 1986. The GIS software used by the City of
Albuquerque is ARC/INFO (ESRI, Redlands, CA). The hardware components
of the system are a Sun S690 server, a Sun Classic workstation, a Hewlett
Packard Color LaserJet printer, and a Hewlett Packard DesignJet printer.

Keywords: private, environmental equity, Census

The Albuquerque (New Mexico) City Council allocated funds in its fiscal year 1997 op-
erating budget to the Albuquerque Environmental Health Department (AEHD) for a
study identifying the relationships of demographic factors with sites of environmental
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concern (“environmental sites” or “sites”),1 using appropriate statistical and economet-
ric techniques. AEHD hired an intern, a doctoral candidate aided in an advisory capac-
ity by professors in the University of New Mexico (UNM) Economics Department, to
conduct the study as co-project lead in conjunction with the AEHD Environmental
Services Division. The study took place between July 1996 and June 1998. This status re-
port describes two phases of the study, its results, and those recommendations for fur-
ther action that have been attained thus far.

Phase I of the study analyzed environmental equity issues involving the 419
census-defined block groups within the Albuquerque metropolitan area using a geo-
graphic information system (GIS) and econometric and statistical techniques (probit
and tobit models and mean difference tests). These tools were used to discern whether
systematic distributional relationships existed between the 1,387 environmental sites
and the differing racial, ethnic, socioeconomic, and collective-choice characteristics of
their (block group-level) host communities. “Collective choice” refers to the propensity
of residents in an area to engage in collective action, or to the level of political activity
within a community. For the purposes of this study, the sites were identified by the fed-
eral environmental regulatory statute applied to each site type. Although contamina-
tion events were included, actual or potential contamination was not a prerequisite for
inclusion in the study.

Racial, ethnic, and socioeconomic information from the 1990 US Census and voter
participation results from the Bernalillo County Clerk were used as the demographic
information describing each community. Financial data on the disbursement of public
funds for remediation of leaking underground storage tanks (LUSTs) were obtained
from the New Mexico Underground Storage Tank Bureau (the Bureau) and incorpo-
rated into the analysis. AEHD used GIS software called ARC/INFO (ESRI, Redlands,
CA) to evaluate the locations, types, and number of environmental sites relative to the
block groups. The intern used the statistical package SHAZAM (University of British
Columbia, Vancouver, BC, Canada) to model the statistical relationships between site
location, public funds distribution, and community social factors. The study relied on
available cross-sectional data, which essentially provided a snapshot view of the situa-
tion as it currently exists. Caution, therefore, is urged in any attempt to infer cause and
effect relationships from study results. The full report contains definitions for the envi-
ronmental sites and other terms.

The sites were divided and grouped by type for analytical purposes. LUST sites
were examined separately to facilitate comparison between the distribution of the ac-
tual sites and the distribution of Bureau funds among these sites. The remaining sites
were grouped into four categories depending on the type of regulation applied to them.
The models used in this study then attempted to explain the systematic pattern of dis-
tribution of the four categories relative to community demographic composition. In ad-
dition, areas of special concern (ASCs) were identified and descriptive statistical
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1 In this study, sites of environmental concern were identified and defined by the type of regulatory statute
applied to them. Environmental sites, therefore, included contamination events (regulated by the
Comprehensive Environmental Response, Compensation, and Liability Act), hazardous waste generators
(Resource Conservation and Recovery Act), and hazardous product facilities (Superfund Amendments and
Reauthorization Act, Title III). Leaking underground storage tanks were also classified as environmental
sites.



techniques (mean difference tests) were used to compare the distribution of sites within
ASCs to distribution of sites in the rest of Albuquerque.2

Phase II of the study extended the ASC analysis and used more of the available data
to focus on a more diverse set of social factors. The econometric models (probit and
tobit) used in Phase I could only analyze a limited amount of information at one time
due to modeling problems (specifically, multicollinearity). Study participants were in-
terested in analyzing equity issues involving a more diverse set of social groups. In ad-
dition, most participants found block groups to be of little use as units of analysis.
Therefore, it was determined that a neighborhood-level analysis would be more
amenable to the discussion of policy implications. The data were aggregated to this
level, neighborhood ASCs were identified, and statistical analyses were used to deter-
mine whether a statistical difference existed between the average number of sites
within the ASCs and the average number outside the ASCs.

The study results indicate that on a citywide basis, sites included in the four groups
may be distributed disproportionately by levels of community political activity, but not
by communities’ ethnic or socioeconomic composition. The empirical models incorpo-
rated in this study showed no evidence to support a systematic pattern of environmen-
tal discrimination against persons of Hispanic origin, low-income communities, or
communities with relatively high percentages of persons achieving low educational at-
tainment levels. However, the models did reveal strong patterns in the context of col-
lective choice. The models showed that as the percentage of eligible voters in a block
group who actually voted in the 1996 presidential election increases, the probability
that an environmental site will be located in that block group and the number of sites
in that block group decrease. This result proved to be somewhat robust, appearing
throughout most of the estimated models. For the most restricted site grouping (Group
4, which included only the contamination events and Resource Conservation Recovery
Act sites that produced high quantities of hazardous waste or were permitted to treat,
store, or dispose of hazardous waste), however, only three of the models estimated
using this dependent variable yielded evidence of this effect, and that evidence was
marginal.

In a more targeted analysis, there was evidence of inequitable site distribution
emerging in the context of racial, ethnic, and socioeconomic composition. However,
these burdens occurred on both sides of the demographic strata, depending on the type
of site being discussed. For instance, primarily non-Hispanic neighborhoods contain on
average more hazardous waste facilities within their associated block groups—the
opposite of the expected result. These results need to be investigated further to establish
their impact, if any, on policy and community action.

The LUST site analysis results imply that these sites are distributed inequitably
among social groups based on ethnic composition and level of political activity, but that
the public funds used to remediate these sites are not distributed inequitably in most
cases.

Finally, Phase II identified 13 ASCs based on many different social factors. These
included the five that were used in Phase I (race/ethnicity, socioeconomic factors,
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educational levels, proximity to the highway, and voter participation), though Phase II
defined them differently. In addition, Phase II incorporated elderly people and children
living below poverty, unemployment rates, and non-English-speaking communities,
among others. The results of the Phase II mean difference tests provide limited evidence
that the environmental sites in the study disproportionately burden all but 3 of the 13
identified social groups. The populations living in poverty (particularly, within that cat-
egory, children and single-female-headed households) are the primary groups im-
pacted by site location. In addition, more sites are found, on average, in neighborhoods
with relatively high unemployment rates and relatively politically inactive populations.
Finally, the results provide little or no evidence that high migratory rates, high rates of
single-male-headed households living in poverty, or high rates of elderly people living
in poverty indicate site location or inequitable impact by environmental sites.

Many factors may contribute to the disparities above. One of the main factors is
proximity to major transportation corridors, although this effect was considered in
most analyses. Other factors that may contribute to the disparate results include the his-
tory of residential and industrial growth in the same areas, zoning ordinances, envi-
ronmental regulations, and property values. However, the study did not try to
determine reasons or causes for facility distribution relative to demographics, nor did
it try to discern the effects of these factors. Causal relationships were not addressed in
this study. The study did not attempt to formally measure potential risks in relation to
the environmental sites or the communities in which they exist.3 These are important is-
sues and naturally follow the subject of the study, but they were beyond the study’s
scope and budget.

In addition to the report, the study also produced a supplemental atlas, which con-
tains maps that clarify the environmental equity situation as it currently exists in
Albuquerque. The maps show locations of the environmental sites, block group demo-
graphics, and the ASCs at both the block group and neighborhood levels.

The database used to create this report and the supplemental atlas is readily avail-
able for future studies. It is a database of the 1990 US Census data by block group, the
1996 Albuquerque voter results (by precinct, but disaggregated to the block group
level), the locations of the environmental facilities addressed in this report, and a de-
tailed summary of public funds disbursed to LUST sites. Its format is GIS-based and its
flexibility of form makes it easy to expand on, given available data sources. Reasons for
expansion may include extending the project into additional phases and the need to
reflect Albuquerque’s ever-changing environmental and demographic characteristics.

Data enhancements would facilitate the work to be conducted in subsequent
phases of the project. Also helpful would be general coordination within and between
city and state agencies, the Albuquerque City Council, local environmental/citizen
groups, and the US Environmental Protection Agency. Coordination between agencies
has already begun in the form of increased communication between the AEHD and the
Bureau. Followup suggestions include expansion of the database to include air quality
data and risk measurements. This would allow a risk-based equity study, as opposed to
the proximity-based analysis used in this report. Also, public health data could be
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incorporated to determine which areas need additional public health intervention and
program resources. Further data enhancements would involve updating the 1990
Census data to the 2000 Census data, which would make it possible to compare the two
sets of data. This comparison could lead to a “process” equity study (as opposed to this
“outcome” equity study), which could begin to explore causal relationships between
site location and host community demographic composition.

Taking into account the limitations of the study, the results and their implications
should be viewed with caution. Based on the results thus far, promotion of political ac-
tivity, in the form of increased voting percentage within a community, should be a main
concern. The level of political activity within a community is the strongest social indi-
cator of presence and number of environmental sites. Proximity to major transportation
corridors is another indicator of site distribution. These two results could have policy
implications in the acquisition of Brownfields and Empowerment Zone/Enterprise
Community funds. Albuquerque policy makers concerned with environmental justice
issues can target areas of relatively low levels of political power and those near major
throughways in an effort to obtain funds that can be used in the revitalization.

Given that many of the social groups (e.g., the unemployed, children in poverty)
analyzed in Phase II were disproportionately burdened by hazardous materials sites (as
defined by the Superfund Amendments and Reauthorization Act), the study partici-
pants recommend several policy actions to the City and AEHD. Policy makers should
be aware of the locations of ASCs and ensure that new industrial facilities are not lo-
cated in these areas. In addition, to help alleviate the strain of poverty and unemploy-
ment on ASCs, businesses could be given incentives to hire from the communities
surrounding them. Finally, all city departments should re-evaluate their programs to
ensure that these communities are receiving the services they require.
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Abstract

Assessment of health risk in population groups is based on environmen-
tal, socioeconomic, and health data. A geographic information system (GIS)
was used to simultaneously analyze databases from distinct origins. The case
of health risk related to vulnerability of water supply in the city of Rio de
Janeiro, Brazil, was examined by using information on the water supply sys-
tem as well as epidemiological and socioeconomic indicators. The water dis-
tribution system covers nearly all city territory and the main treatment plant
produces water within the quality guidelines. However, important threats to
the population’s health remain due to the presence of contamination sources
throughout the distribution system and vulnerable small springs. Problems
detected involve characteristic city areas, comprising one-third of the total city
population.  

Keywords: water supply systems, health risk assessment

Introduction

Health risk is the result of a complex interaction between environment and population.
Risk factors are comprised of a number of social, environmental, and health variables
such as the presence of contamination sources, the geodynamics of contaminants in the
environment, population behavior, and the accessibility of exposed groups to educa-
tion and health care. The integrated analysis of health risks is based on the choice of
specific environmental health indicators and their spatial projection (1). Data on each
of these factors have different origins and constructive characteristics. The GIS have
been used for the gathering, organization, and analysis of large databases on health
and environment (2). These systems allow the capture, storage, manipulation, analysis,
and display of georeferenced data—i.e., data related to graphic entities representing
spatial elements.

The case of water supply in Rio de Janeiro is used here as an example of assembling
risk maps from complementary and exchangeable information. Several Brazilian
sources of information contain data on the water supply and health conditions. Four
information layers were built using demographic and socioeconomic data, as well as
data on the water supply system, the distributed water quality, and the number of in-
fant deaths by diarrhea. These information layers were then analyzed.

About 95% of the households in the city of Rio de Janeiro are linked to the public
water supply system, the  main water treatment plant (WTP) of which (Guandú WTP,
Figure 1) produces certified quality water. However, some persistent water supply
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issues persist and may lead to negative outcomes in population health. Those issues
worth mentioning include water contamination by microorganisms throughout the dis-
tribution system; the vulnerability of the system due to the contribution of small and
untreated water sources (Figure 1); and, eventually, the absence of this service in some
areas. Rio de Janeiro presents an extreme variability in land use for an urban area and
a sharp topography, registered in postcards and social statistics. In the city mountain-
ous area, poor settlements (“favelas”) and luxury residences share contiguous neigh-
borhoods. A preserved rain forest, protected by a national park, covers a large portion
of the hills, where small water springs are localized.

This work aims to identify the main risks related to Rio’s water supply as well as
who and where the exposed population is. Procedures for assembling and cross-
analyzing information layers related to the water supply and epidemiological data are
described intending to show different ways of using GIS in ecological health analysis. 

Data Acquisition and Management

Each information source constitutes one layer, exhibiting a distinct origin, purpose, and
constructive characteristic, enabling spatial operations and population-at-risk calcula-
tions in a GIS environment. The city plan of the water distribution system demonstrates
the capacity to serve portions of the city located around the pipes. However, the effec-
tive provisioning of households relies on other features, such as water pressure,
flow regime, and the population’s disposition to pay for this service. During the
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Figure 1 Water distribution system of Rio de Janeiro (location of pipes, Guandú WTP, and
small water springs) and the household water supply in census tracts. 



demographic census, individuals are asked about water origin (official system, wells, or
local springs) and domestic provision. The answer to this question should be treated as
a manifest about the predominant way the household is provided. Data on water qual-
ity are collected by monitoring programs that check water quality indicators (such as
the presence of coliform bacteria) that do not imply an immediate health impairment
and do not necessarily reflect the overall health risk conditions (3,4). Using epidemio-
logical indicators for assessment of sanitation impact is limited by availability and qual-
ity of disease registers. Furthermore, a variation in indicators (e.g., infant mortality or
diarrhea incidence rates) cannot be specifically attributed to water contamination
because the indicators are also influenced by the subjects’ existing educational and
economic status and by their degree of health service access (5,6).

Census Tracts Layer
Approximately 6,400 census tract polygons were digitized from analog data obtained
from the Brazilian census bureau (FIBGE), in the scale of 1:5,000. Demographic census
variables, which include demographic and sanitation information, were associated to a
map through census tracts codes.

Epidemiological Data Layer
The neighborhood polygons were obtained from the aggregation of census tracts and
stored in a specific layer. Health registries—mortality and live born systems—were geo-
referenced to 153 neighborhoods.

Water Distribution System Layer
An analog map in scale 1:25,000 locating and identifying reservoirs, water treatment fa-
cilities, pumping stations, and main distribution network was obtained from the wa-
terworks agency (CEDAE).

Water Quality Layer
Data on water quality were obtained from the State Environmental Protection Agency
(FEEMA) monitoring program. A list of approximately 400 sampling station addresses
was digitized and associated to 12,000 sample data referring to concentration of free
chlorine, pH, fluoride, color, and turbidity, as well as the presence of total and fecal
coliforms in the samples. To georeference sampling stations, the address was matched
to a map in scale 1:2,000 for posterior calculation of coordinate pairs.

Identification of Risk Areas

The buffer technique was used to project areas of influence of risk factors. The choice of
radius of influence was based on theoretical assumptions. Areas and population
affected were identified using the following environmental, epidemiological, and
sociodemographic criteria:

� Areas presenting high frequency of coliform contamination, indicating a high
risk of water-related diseases transmission. These areas were defined by buffers
of 1 kilometer (km) radius around the monitoring points where more than 20%
of the samples presented contamination by fecal coliform.
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� Areas predominantly served with waters of local origin—i.e., obtained from
small springs that are concentrated in Tijuca and Pedra Branca hills (Figure 1).
Due to increasing occupation of the hills, local water can be eventually contam-
inated by human solid and liquid wastes. These areas were defined by buffers
of 2 km around small springs.

� Areas distant from the water distribution pipes, defined by buffers of 0.5 km
around the arches representing the main distribution network. Large distances
between households and the water distribution network can elevate the cost of
connecting a house to the pipes, and can incorporate inadequate manipulation
practices (7).

� Census tracts where more than 50% of the residents claimed not to be supplied
by the official water supply system. This proportion may indicate a collective
impairment to accessing the public service.

Table 1 identifies risk populations and areas pointed out according to the four men-
tioned criteria. Contamination of distributed tap water by coliform (criterion 1) com-
prises the majority of the population at risk, representing approximately 35% of total
municipal population. Use of small local springs (criterion 2) or absence of water dis-
tribution network (criterion 3) can also represent risks for a significant portion of the
population (10%), which is mainly localized in areas with low population density. A
small portion of the population (about 2%) lives in areas where the supply is mostly ob-
tained from alternative water sources (wells and local springs, not explored by the offi-
cial sanitation company). However, it occupies a considerable area, nearly 16% of city
territory. Those are the remaining areas of the city with low population density, where
wells (in the case of the western semi-rural region) or springs (mainly in the high areas
of the Tijuca Hills) have enough offer of water. These alternatives are impossible in the
densely populated eastern areas.

An accumulation of risk factors is verified for some specific socio-spatial groups,
which could explain the absence of household connection to the official water supply
system. These groups are mainly localized in city areas served by low quality water
supply service with incomplete urbanization, presenting both poor “favelas” and lux-
ury residences. The epidemiological impact of the poor sanitation services on each of
these groups is divergent. Privileged residents can obtain an alternative water supply,
are more informed about water-related diseases, and can be promptly treated in health
care facilities.
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Table 1 Location, Number of Inhabitants, and Size of Risk Areas According to Different Water
Supply Risk Criteria

Population
(No. of Area

Risk Criterion Residents) (km2) Location

Water contamination 1,900,000 349 Tijuca Hills northern slope, part of 
western region 

Proximity to local springs 700,000 392 On the city elevated areas

Absence of water distribution pipes 600,000 156 Western region, isolated areas of the 
northern zone

Use of alternative sources of water 90,000 206 Western region and city, elevated areas



Distances from water sources to sampling points were calculated by using GIS op-
erations. The correlation matrix relating water quality parameters and the distance to
water sources is presented in Table 2. Fluoride and color decreases with the distance
from the main WTP. Chlorine concentration does not suffer significant decay along the
distribution pipes, perhaps reflecting the presence of re-chlorination stations in the dis-
tribution network. The proximity to local water springs implies lower mean chlorine
concentrations and more frequent coliform contamination. These water sources were
thus considered as vulnerability factors to the supply system.

Another risk criterion is the presence of a “sentinel event” in the neighborhood.
Diarrhea deaths are dispersed in northern poor areas. In these areas, households are po-

tentially supplied by water but occasional water contamination is observed. Diarrhea
events were used to mark risk neighborhoods. According to this risk criterion, about 2.8
million of Rio’s inhabitants can be considered as exposed to water-related diseases or
suffering serious hampers in the access to health care services. In this case, the sentinel
event should activate investigation of possibly related factors of each death: water qual-
ity and assistance received in primary health units (8).
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Abstract

Health data maps and geographic information systems (GIS) are signifi-
cant resources for health planning and health services delivery, particularly at
the local level. The ability to visualize the spatial distribution of health status
determinants and indicators can be a powerful resource for mobilizing com-
munity action to improve the health of residents. Currently, health data maps
and other GIS applications tend to be highly technical and specialized, and are
therefore of limited use to community members and organizations providing
community-based health services. Developing relevant, accessible, and usable
GIS and health data maps for communities and local agencies is an important
step toward enabling individuals and communities to improve their health
and increase their control over it. This collaborative interdisciplinary project
harnesses the energies and skills of community and university partners in the
joint design and critical assessment of a relevant and accessible GIS targeted
toward respiratory health in an urban community. A respiratory health data
model is used to identify appropriate existing data sources and a comprehen-
sive metadata model facilitates assessment of data sources. Community and
university partners are collaborating to design and assess the GIS through a se-
ries of hands-on workshops. Qualitative methods are employed to examine
the nature and effectiveness of the collaborative process. This project has iden-
tified, and is attempting to address, a number of technical and collaborative is-
sues. Technical issues include integrating disparate datasets and developing
appropriate methods of data depiction for varying levels of users.
Collaborative issues include overcoming substantial diversity of user needs,
capacities, and perceptions. Lessons learned from this project are applicable to
other projects involving health information system design and university-
community collaboration.

Keywords: information system design, collaborative research, community
health

Introduction

Health data maps and geographic information systems (GIS) are significant resources
for health planning and health services delivery, particularly at the local level. More
specifically, the ability to visualize the spatial distribution (e.g., by neighborhood or
city block) of health status indicators and other health-related information (such as air
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quality as modeled from traffic and air flow patterns) can be a powerful resource for
mobilizing community action to improve the health of residents.

Currently, health data maps and other GIS applications tend to be highly technical
and specialized, and are therefore of limited use to community members and organiza-
tions providing community-based health services. Developing GIS and health data
maps that are relevant, accessible, and useable for communities and local agencies is an
important step in realizing the goal of “enabling individuals and communities to in-
crease control over and to improve their health,” to cite the 1986 Ottawa Charter for
Health Promotion (1).

Background

To develop health data maps and other GIS applications that are relevant, accessible,
and useable, it is crucial to work closely with potential user groups in the community.
The project described here has evolved from a collaboration between members of the
Southeast Toronto Organization (SETO), Toronto, Canada.1 SETO is a consortium of
community members and community agencies providing health and social services in
southeast Toronto—a diverse urban area with a population of 120,000.

Before the initiation of the current project, the SETO partners made a number of ad-
vances through collaboration. Through multi-faceted community consultation, respira-
tory health (especially asthma and related conditions) was identified as an area of focus
for this project. Further groundwork was laid for this project by exploring the avail-
ability and nature of routinely collected health data potentially suitable for mapping;
testing the feasibility and utility of developing health data maps (including the spon-
sorship of a community workshop to test preliminary “health maps” in a mixed audi-
ence of professional, scientific, and lay project stakeholders); and development of a
project agenda that meets the requirements of all SETO partners.

Objectives

The entire project is based on the premise that the information resource being devel-
oped is more likely to be useful for community members and community health agen-
cies if it is designed, from the start, in collaboration with these end-users. In this project,
in addition to creating a GIS, SETO seeks to provide an analysis of the development
process. The project’s objectives, therefore, address the product and process of the col-
laboration between these partners.

Product

The first goal of this project is to produce an interactive, online GIS that is developed
and iteratively refined through active collaboration between SETO partners. The GIS
will integrate a wide range of routinely collected information relevant to the determi-
nants and manifestations of respiratory health (particularly asthma and related
chronic/recurrent conditions) in the population of southeast Toronto. A fundamental
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aspect of the GIS is that it will allow users to access information in a range of formats
from collaboratively pre-designed maps to raw data.

Process

The second goal is to document the conceptual, group-process, and logistical/technical
problems in the collaborative development of such a GIS for community use, and to de-
scribe the solutions found by the project for these problems.

Knowledge Development and Synthesis

The third goal for this project is to analyze and report on potentially generalizable les-
sons learned concerning both the technical process of GIS development and the social
process of collaborating on such a task. In essence, the project seeks to identify factors
potentially affecting the success of any collaborative applied research aimed at solving
local health problems.

Implementation of Project

Project implementation was preceded by consultation with each SETO member organ-
ization to assess their needs and expectations of the project, as well as their current data
processing and analysis capability in terms of both hardware/software and personnel.
Following the needs assessment, project implementation involves four iterations
through two steps: GIS development, then joint critical assessment of the GIS with
community-based users.

Dividing tasks between a technical team and a collaborative process team facilitates
the project implementation. In each iteration, the technical team assesses the needs and
capacities of various prospective users among SETO partners, assesses data sources,
and produces iterations of GIS prototypes. A user group made up of representatives
from SETO member organizations provides feedback on these GIS prototypes. The col-
laborative process assessment team then analyzes the user group’s responses to the pro-
totypes, as well as the technical team’s response to that feedback, as obtained through
a series of participatory evaluative workshops.

GIS Development

Figure 1 illustrates the iterative process used to develop the respiratory health GIS. This
process involves developing data models and assessing candidate data sources, then
designing and producing the GIS. The technical team develops a respiratory health data
model (Figure 2) to facilitate identification and assessment of candidate data sources.
This model attempts to describe the relationship between determinants and indicators
of respiratory health.

Criteria for evaluating candidate data sources were developed from a comprehen-
sive metadata model developed for the project. The criteria include the following as-
pects of a data source: quality, completeness, relevance, ease of integration, potential for
misinterpretation, and cost (if any).

The needs assessment discovered a wide range of capabilities among the SETO
partners. This finding suggests that the GIS should accommodate this range of capabil-
ities. The technical team therefore decided to base the GIS upon user-friendly, PC-based
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software including MapInfo (MapInfo Corporation, Troy, NY) and Microsoft Excel, and
to devise a system of layered access within the GIS.

The system of layered access provides access to information at varying levels of
complexity. Users interested in more complex information can access raw data in Excel
format or MapInfo tables. Such users can then create maps or perform other analyses
with these data. Users interested in a less complex presentation can access collabora-
tively pre-designed maps (i.e., MapInfo layouts) and basic analyses. Two examples of
pre-designed maps are shown in Figure 3.

So far, the technical team has faced a number of challenges in developing the GIS.
These include integrating data sources of varying quality, scale, and “ownership”;
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Figure 1 Data flow diagram for iterative design, production, and assessment of SETO respira-
tory health GIS.



substantial diversity of user needs, capacities, and perspectives; and the need for data
depictions that achieve the essential compromises between various stakeholders’ con-
cerns. Depicting qualitative data and integrating them with quantitative data present
unique challenges.

Joint GIS Assessment

A joint assessment of the GIS product is conducted through a series of participatory
evaluative workshops involving all the project’s collaborators. These workshops
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provide feedback to the technical team. They also serve to meet the project’s third ob-
jective, to assess what factors facilitate or impede collaborative projects of this kind.

The development schedule calls for the technical team to produce, at four points in
the project’s course, working versions of the GIS for presentation to the user group in
day-long workshops. These workshops provide opportunities for hands-on, interactive
demonstration and use of the prototype GIS. Feedback from the user group about the
quality, relevance, and usability of the GIS is provided to the technical team, which at-
tempts to address the issues raised by revising the GIS for the next iterative loop (i.e.,
the next workshop) in the collaborative development process.

Immediately following each workshop, the collaborative process assessment team
conducts separate focus group debriefing sessions with the technical team and the user
group to determine issues of collaboration that arose in the course of the workshop. The
sessions are taped and transcribed for qualitative data analysis. Transcripts of the focus
group sessions are subjected to a content analysis according to standard qualitative
methods. The results of preliminary analysis are presented to a combined meeting of
the technical team and the user group and for respondent validation and for discussion.
The emerging themes from each set of focus groups are to be carried forward until after
the last workshop, at which point the themes will be used to develop a coding scheme
that will be applied to transcripts of all focus group sessions.

Discussion of Important Issues

Focus on Public Health Problem Identified by the Community
Community members, community agencies, and researchers have identified respira-
tory health as an important public health problem in southeast Toronto. Concern
among community members in one area of southeast Toronto led to the establishment
of an indoor air quality committee some years ago. This committee has held regular
workshops and educational events for the surrounding neighborhoods, including par-
ticipatory theatre performances. In another ethno-culturally diverse area of southeast
Toronto, a citizen committee associated with a community health center has conducted
a survey of symptoms and other aspects of asthma and its prevention. This survey was
prompted by the perception that many new Canadians in southeast Toronto were ex-
periencing respiratory conditions for the first time. Community agencies in southeast
Toronto have also worked on the problem of respiratory health for some time in an at-
tempt to achieve a shift in resources from treatment to prevention, including removal
of inequities in distribution of risk conditions and access to high-quality care. Finally,
epidemiological research done in southeast Toronto has shown a twofold elevated risk
of hospital admission for respiratory problems in Regent Park (an area of public hous-
ing in southeast Toronto), after controlling for potential confounders.

Community Involvement
Community involvement has always been an essential aspect of this project. As de-
scribed above, initiatives in the area of respiratory health from concerned community
members stimulated the development of this project. Multi-faceted community consul-
tation served to identify health maps and GIS as potentially useful tools for facilitating
ongoing activities by community members and community agencies. Furthermore, in
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addition to providing definition and scope for the project, community involvement
continues to shape the project through the collaborative workshops that are at the heart
of the project.

Examination of the Collaborative Process
A decision was made at an early point in project design to examine the effectiveness of
the collaborative process rather than the project outcome. This approach was taken be-
cause, despite the current enthusiasm for collaborative research, there are virtually no
studies that are convincing about the benefits and challenges of this kind of collabora-
tion, or that document and analyze the factors that facilitate or impede collaborative ef-
forts. Collaborative research of this nature requires that people from different
backgrounds and institutional cultures, with different demands, incentives, and prac-
tices, work together. In so doing, they must overcome conceptual, communication, or-
ganizational, and technical differences and challenges. In addition, issues of power and
the legitimacy of certain kinds of knowledge arise. In collaborative research, all partic-
ipants are challenged to ask critical questions about the approaches they take, as well
as about the nature, relevance, and efficacy of their respective practices.

Potential to Replicate Project
One of the objectives of this project is to report on potentially generalizable lessons
learned concerning both the technical process of GIS development and the social
process of collaboration in this task. These lessons should help others to replicate the
technical portion of this project. Furthermore, the use of existing datasets, a PC plat-
form, and user-friendly software has kept the cost and expertise required to implement
this project to a minimum.
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Exposure Assessment for Trichloroethylene in Drinking
Water Using a Geographic Information System

X Chen,* CE Feigley, EM Frank, WA Cooper, Y Huang
School of Public Health, HESC, University of South Carolina, Columbia, SC

Abstract

The Agency for Toxic Substances and Disease Registry’s (ATSDR’s) base-
line survey of its Trichloroethylene (TCE) Subregistry found that there were
excess speech and hearing problems among Subregistry children 10 years old
and younger compared with national data. In the project described in this
paper, drinking water analyses were used to assess TCE exposure of 318 chil-
dren listed in the Subregistry. Geographic information system (GIS) models
were used in conjunction with mathematical interpolation to explore the spa-
tial and temporal variation of TCE exposure. Yearly and cumulative exposures
were estimated. The subjects were categorized into subgroups in terms of ex-
posure level, exposure duration, cumulative exposure, and geographic loca-
tion. The potential confounding exposures were identified and characterized.
At one of the six sites in the Subregistry—a site in Rockford, Illinois—GIS de-
tected a contaminant plume spreading in an east-west direction. The estimated
cumulative exposures were significantly associated with subject’s geographic
location and age at the time of remediation. No major changes in the geo-
graphic distribution pattern of TCE were observed at the Rockford site over a
six-year period, except that the concentration generally increased. The subjects
at this site could be categorized into two geographic subgroups: inside the
plume area and outside the plume area. It was found that the cumulative ex-
posure ranged from 0 to 59,210 parts per billion (ppb) per year, with a mean of
700 ppb per year. Four subgroups were created based on cumulative exposure
levels. The mean exposure duration was 5.5±2.9 years. Of the 198 households
in the study, 118 had water with measured TCE concentration exceeding 5 ppb,
the EPA maximum allowable level for TCE in drinking water. The TCE expo-
sure was significantly correlated with the potentially confounding exposures
at the Rockford site, but not at another site, in Elkhart, Indiana. 

Keywords: trichloroethylene, water, exposure

Introduction

Trichloroethylene (TCE) is an organic chemical that has been widely used as a dry
cleaning agent, a metal degreaser, a rubber solvent, and an ingredient in printing ink,
paper, lacquer, and varnish (1). It also is a frequent contaminant of both untreated and
treated drinking water in the United States. Various surveys conducted by the US
Environmental Protection Agency (EPA) showed that about 38% of cities sampled had
TCE in their drinking water (2). Spills and leaking storage tanks readily contaminate
groundwater. The TCE released into soil can also migrate to groundwater, where the
chemical remains for months to years (3). High-dose TCE exposure causes central
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nervous system depression, and trigeminal nerve toxicity was among the most often re-
ported adverse effects in case studies (4,5,6).

To facilitate studying the effects of environmental exposure to TCE, the Agency for
Toxic Substances and Disease Registry (ATSDR) established a subregistry of people ex-
posed to TCE through their water supplies as part of the National Exposure Registry
(7). At the sites covered by the TCE Subregistry, groundwater was contaminated by
local industries—wastes containing TCE and other volatile organic compounds were
disposed of on site in lagoons or injected into surface soil, resulting in contamination of
soil, sediment, and groundwater. To be included in the Subregistry, a person must have
used a private well as a water source, and TCE must have been detected in at least one
water sample from their home water supply.

ATSDR’s baseline survey of the TCE Subregistry revealed excess self-reported
speech and hearing problems among the Subregistry population 10 years old and
younger compared with National Health Interview Survey (NHIS) data for the same
age group. However, these data cannot be used to establish a causal relationship be-
tween TCE exposure and impairment of speech and hearing.

To explore the association between speech and hearing impairment and TCE expo-
sure, an ongoing study is evaluating the speech and hearing of the children in the
Subregistry who were 10 years old or younger when the Subregistry was established.
Results are to be compared with speech and hearing data from control children,
matched by age and race, who have not been exposed to TCE or other relevant risk fac-
tors. Because a preliminary examination of well water data revealed a wide range of
TCE concentrations in the exposed communities, categorizing Subregistry children by
exposure level was highly desirable.

TCE has been shown to cause hearing deficits in laboratory animals (8,9). In one
study, young animals were much more sensitive than older animals, indicating that the
developmental stage may be an important factor in assessing toxicity (8). Estimating
exposure as a function of age was therefore an important objective, because it would
allow participants to be categorized by exposure during specific age ranges. Thus, an
important objective was to assess TCE exposure as a function of participant age, be-
cause it would make it possible to investigate the impact of human TCE exposure on
speech and hearing during vulnerable developmental stages.

The Subregistry consists of 814 households in six towns—Albion, Michigan; Byron,
Illinois; Elkhart, Indiana; Rockford, Illinois; Roscoe, Illinois; and Verona, Michigan. Of
the 814 households, the 198 that had children 10 years and younger were selected for
the speech and hearing study. The home water TCE measurements available for expo-
sure assessment numbered 248 for the households to be studied and 1,069 for the entire
Subregistry (7). Only 20% of the households had more than one sample from their water
supplies analyzed (7). This sparseness of data meant that, unless results could be spa-
tially and temporally interpolated, accurate assessment of exposure over a child’s life
would have been impossible. Thus, the purpose of this effort was to explore new meth-
ods for dealing with sparse exposure data, using the data from all the Subregistry
households to estimate exposure for the households in the study.

The historical exposure was modeled using a geographic information system (GIS)
and a mathematical approach for temporal interpolation. Specific questions addressed
were whether spatial and temporal trends exist in the measured TCE concentration data
and whether the exposure to potentially confounding environmental contaminants is
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correlated with the TCE exposure. Exposure information for each household included
household ID, subject ID, street address, city, state, chemical name and concentration in
parts per billion (ppb), and sampling date. The data were checked for invalid entries,
such as negative concentrations, extremely high values, missing values, or invalid time
data. Questionable data were verified from ATSDR documentation.

Methods

Total human exposure to a contaminant is the product of contributions from all envi-
ronmental media (water, soil, air, and food) that contain the contaminant and all routes
of entry to the human body (dermal contact, ingestion, and inhalation) (10). Ingestion
and inhalation are thought to be the major routes of exposure for people in these com-
munities who have no occupational contact. McKone and Knezovich (11) investigated
the potential inhalation exposure resulting from vaporization of TCE from water in
homes. They showed that TCE inhalation exposure is approximately proportional to
the chemical’s concentration in water; because ingestion exposure is also proportional
to the chemical’s concentration in water, this means that inhalation exposure to TCE
is proportional to ingestion exposure. McKone and Knezovich’s experiments revealed
that the transfer efficiency of TCE from shower water to air has an arithmetic mean
value of 61%. We have assumed that total exposure is proportional to the concentration
in well water. Groundwater TCE values were therefore used as an index of total
exposure.

Total human exposure by ingestion may be defined by Equation 1:

(1)

where E is the cumulative exposure, C(t) is the time-varying concentration of a con-
taminant (TCE in this case), t is time, and t1 and tn are the beginning and end times of
the period of interest.

An approximate solution for Equation 1 is the application of the trapezoid method,
which is illustrated in Equation 2:

(2)

where ∆tn is the time increment from tn–1 to tn. The TCE concentrations at each time must
be determined when solving the above equation.

GIS Modeling
The general functions of the GIS include data input and geocoding, geographic visual-
ization, geographic editing and querying, and spatial analysis. When assessing expo-
sure, one must combine geographic, demographic, and environmental databases to
describe temporal and spatial characteristics of exposure. This is very difficult to do
using a routine numerical approach. GIS, however, makes it easy to manipulate layered,
spatially distributed data, thereby significantly simplifying the database management,
visualization, and spatial analysis involved in exposure assessment (12).
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This paper uses the Rockford site as an example to describe the methods and results
obtained in this study because that site contains more than 50% of the study subjects
and almost 50% of the households in the study. The first step in analyzing the Rockford
site was to geocode subject households and match them with the digital map extracted
from the US Bureau of the Census TIGER/Line census file (13). The Rockford samples
were collected in four periods over six years: June to November 1984, January to
November 1985, August 1988 to September 1989, and October 1989 to February 1990.
Most households, however, had samples for only one of the four periods. For each sam-
pling period, the TCE concentrations for households in the study that were not sampled
were estimated by GIS spatial interpolation using data from neighboring households
that were in the Subregistry (14).

There are several interpolating methods available in GIS, including inverse distance
weighting (IDW), spline, and kriging (15). The two most frequently used methods, IDW
and kriging, were applied to interpolate surface data in this study. In IDW interpola-
tion, each input point has a local influence that diminishes with distance; points closer
to the location of the estimate are weighted more heavily than those farther away.
Kriging regards the statistical surface to be interpolated as a regionalized variable that
has a certain degree of continuity. The kriging algorithm minimizes the variance of
error.

Temporal Interpolation by Lagrange’s Formula
With data from GIS interpolation included, each household in Rockford had TCE val-
ues for 1984, 1985, 1989, and 1990. Exposures occurring between 1985 and 1989, how-
ever, still needed to be determined to solve Equation 2. To account for these periods
without TCE samples, we applied Lagrange’s interpolation formula (16). Let c(t) be the
polynomial of degree n, which, for values t1, t2, . . ., and tn of the argument t, has the val-
ues c0, c1, c2, . . ., and cn, respectively. Lagrange’s formula is shown in Equation 3:

(3)

where tn is the nth time period, cn is the TCE value corresponding to the nth time pe-
riod, and c(t) is the TCE value to be interpolated at time t.

Equation 4 was used to account for exposure in utero, under the assumption that
subjects were exposed to TCE since their conception:
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(4)

where E0 is the in utero exposure level and E1 is the exposure level for the first year after
birth.

According to the time when a subject entered and left the exposed group, an expo-
sure duration in years was computed for each subject. The starting and ending times for
each site were different, so the exposure of each subject was calculated individually. The
cumulative exposure in ppb per year was estimated by integrating the exposure level
over the exposure duration. GIS and repeat measure analysis (taking multiple meas-
urements of the same observational unit) were used to explore temporal trends visually
and statistically.

Confounding Exposure
The four other chemicals most frequently found in the water supply of people in the
Subregistry—trichloroethane (TCA), dichloroethane (DCA), dichloroethene (DCE), and
perchloroethylene (PCE)—were included in an analysis of confounding exposures.
Although a literature search did not find any direct evidence that these chemicals cause
speech and hearing impairment (17–24), they have central nervous system effects, in-
cluding depression, irritability, and dementia, at high exposure levels. Therefore,
chronic exposure to these chemicals may have some as yet undetected effects on speech
and hearing.

Correlation analysis was conducted using SAS software (SAS Institute, Inc., Cary,
NC) and GIS to detect the relationship between TCE and the potentially confounding
exposures. The subjects were stratified into subgroups according to their levels of po-
tential confounding exposures.

Results

The Rockford Site
There were 330 Subregistry households at the Rockford site, including 98 subject resi-
dences. The number of samples collected during each sampling campaign is listed in
Table 1. The four maps in Figure 1 were created by interpolating surfaces (using IDW)
from samples collected in 1984, 1985, 1989, and 1990, respectively.
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Table 1 Number of Samples for Each Sampling Period at the Rockford, Illinois, Site

Sampling Period Midpoint of Years of Number of 
Sampling Period Exposurea Samples

June 1984–November 1984 August 1984 4.67 39

January 1985–November 1985 June 1985 5.50 41

August 1988–September 1989 February 1989 9.17 82

October 1989–February 1990 December 1989 10.00 203

a Years of exposure were determined by calculating the time between January 1, 1980 (when exposure at
Rockford is assumed to have begun), and the midpoint of the time period.



Comparison of IDW and Kriging in Exposure Assessment
Fifty-seven households were covered by both IDW and kriging. The IDW and kriging
exposure estimates were compared for the 89 subjects living in these households
(Table 2). T-tests did not find a significant difference between the exposures estimated
by the two methods (p=.0724). Thus, the results of IDW interpolation were used in later
analyses because the IDW algorithm was more stable than kriging for the GIS program
used here.
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Figure 1 Well water trichloroethylene plume at the Rockford, Illinois, site.

Table 2 Comparison of Inverse Distance Weighting and Kriging by Cumulative Exposure for
the Rockford, Illinois, Site

Cumulative Exposure (parts per billion per year)

Number of Mean
Method Subjects ±SDa Maximum 95% 90% 75% 50% 25% Minimum

IDW 89 173±108 442 383 335 247 166 81 7

Kriging 89 184±102 396 380 309 255 188 98 8

a SD=standard deviation

p=.0724 at α=.05



Temporal Trends of TCE Contamination
The surfaces were interpolated from 396 samples collected at the four time periods cov-
ering 1984 through 1990. Although TCE levels were not completely the same in the four
sampling periods, GIS spatial interpolation indicated that the overall geographic distri-
bution of TCE contamination was similar. A ribbon-shaped contaminant plume ex-
tending in a southeast-northwest direction was first found in 1984, consistently
appeared in 1985 and 1989, and became most apparent in 1990, when sampling cover-
age (203 households) was much denser than in previous years. The heavily contami-
nated area was always located between Road 1 and Road 2, with TCE concentration on
the eastern side of the site higher than on the western side. No significant south or north
movement of contamination was observed. For example, TCE levels in most areas south
of Road 2 were always around 0 to 18 ppb over the six years covered by sampling. The
more heavily contaminated area had TCE values ranging from 18 to 139 ppb. On the
other hand, repeated measures analyses indicated the existence of time effect (p=.0001).
Therefore, even though GIS found no major qualitative changes in the TCE distribution
pattern over the six years, comparison of the TCE plumes in Figure 1 suggests a trend
of generally increasing concentration with time. Thus, it is unreasonable to assume
that the TCE level in households was constant over the six years for which water was
sampled.

Geographic Variation of TCE Exposure
The ribbon-shaped plume flowed in an east-west direction and separated the site into
three geographic areas: north of the plume, inside the plume, and south of the plume
(see the 1990 map in Figure 1). The TCE exposure of the subjects living at these three
areas was compared by the SAS General Linear Models (GLM) procedure, which ana-
lyzes variance. The model, including independent variables of area and age, was sta-
tistically significant (p=.0001). A contrast test among the three areas indicated that the
cumulative exposure of the subjects inside the plume area was significantly higher than
that of the subjects north or south of the plume (p=.0001). No statistically significant dif-
ference between the exposure of the subjects north of the plume and south of the plume
was detected (p=.4491). The GLM procedure also found that there was no significant
difference between the areas in terms of subjects’ age or exposure length (p>.1). With
the areas above and below the plume combined, exposure inside the plume was found
to be significantly higher (p=.0001, Table 3) than exposures outside the plume. It was
concluded that the TCE exposure inside the plume area was higher than exposure in the
other areas at the Rockford site.

EXPOSURE ASSESSMENT FOR TRICHLOROETHYLENE IN DRINKING WATER USING A GIS 29

Table 3 Descriptive Statistics of Trichloroethylene Exposure for the Rockford, Illinois, Site

Cumulative Exposure (parts per billion per year)

Number of Mean
Area Subjects ±SDa Maximum 95% 90% 75% 50% 25% Minimum

Within plume 64 225±137 768 434 383 276 229 124 7

Outside plume 111 47±56 229 162 137 58 20 9 0

a SD=standard deviation

p=.0001 at α=.05



Quantitative Exposure Assessment
The exposure between 1985 and 1989 was interpolated by Lagrange’s formula rather
than a regression model because each solution has only 4 degrees of freedom. The in-
terpolated curves were developed for each of the 98 subject households in Rockford.
Comparison of these curves indicated the following features of Lagrange’s interpola-
tion depending on the relationship of the known values.

• c(t1)>c(t2) and c(t3)<c(t4): a concave curve was generated, indicating that the in-
terpolated values were lower than the four known values (Figure 2a).

• c(t1)<c(t2) and c(t3)>c(t4): a convex curve was generated, indicating that the inter-
polated values were higher than the four known values (Figure 2b).

• c(t1)<c(t2) and c(t3)<c(t4), or c(t1)>c(t2) and c(t3)>c(t4): a sinusoidal curve was gen-
erated, indicating a trend of increase-decrease-increase or decrease-increase-
decrease (Figures 2c and 2d).

• c(t1)<c(t2)<c(t3) <c(t4): a monotonically increasing curve was generated.

When the slope of a line between two sequential concentration points is very high
or very low, Lagrange’s interpolation can produce unrealistic concentration estimates.
However, this happened only once in this dataset. This single unrealistic estimate—a
negative value—was replaced with the average value of the samples from the five near-
est neighboring points.
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Figure 2 Lagrange’s interpolation curve.
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Creation of Exposure Subgroups
The subjects were categorized into subgroups to facilitate various types of comparison.
The subgroups were generated from the following criteria: geographic location, cumu-
lative exposure, length of exposure, and maximum TCE levels.

Table 4 illustrates the subjects’ grouping by cumulative TCE exposure. This scheme
considered both level of TCE contamination and length of exposure. The subjects were
divided into four subgroups: 0 to 15 ppb per year, 15 to 100 ppb per year, 100 to 550 ppb
per year, and more than 550 ppb per year. The mean cumulative exposure was 652 ppb
per year.

Table 5 summarizes the length of exposure, including the adjustment for in utero
exposure. The subgroups created were 0 to 2.75 years, 2.75 to 5.75 years, 5.75 to 7.75
years, and more than 7.75 years.

Table 6 illustrates the TCE exposure grouping by site. The Roscoe site had the high-
est exposure among the six sites, with a mean of 2,128 ppb per year. The next highest
exposure occurred at the Elkhart site, which had a mean of 1,564 ppb per year.
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Table 4 Descriptive Statistics of Cumulative Exposure for All Six Study Sites

Cumulative Exposure (parts per billion per year)

TCE Group
(parts per Number of Mean Maxi- Mini-
billion per year) Subjects ±SDa mum 95% 90% 75% 50% 25% mum

0–15 101 6±5 15 14 12 10 6 2 0

15–100 86 44±24 99 95 80 56 39 23 6

100–550 98 244±103 527 442 402 307 223 162 101

>550 33 5,900±13,097 59,210 51,570 7,816 4,090 1,566 810 556

Total 318 701±4,524 59,210 1,829 573 229 51 10 0

a SD=standard deviation

Table 5 Descriptive Statistics of Exposure Length for All Six Study Sites

Exposure Length (years)

Exposure Number of Mean Maxi- Mini-
Length (years) Subjects ±SDa mum 95% 90% 75% 50% 25% mum

0–2.75 81 1.8±0.9 2.75 2.75 2.75 2.75 1.75 1.00 0

2.75–5.75 108 4.8±0.8 5.75 5.75 5.75 5.75 4.75 3.75 0

5.75–7.75 65 7.3±0.5 7.75 7.75 7.75 7.75 7.75 6.75 0

>7.75 64 9.7±0.8 10.75 10.75 10.75 10.75 9.75 8.75 0

Total 318 5.5±2.9 10.75 10.75 9.75 7.75 5.75 2.75 0

a SD=standard deviation



Exposures at the Albion and Verona sites were the lowest, with means of less than 100
ppb per year.

Factors Affecting Exposure
The variation in TCE exposure might be caused by a variety of factors, including house-
hold geographic location, hydrologic features, source of contamination, and years ex-
posed. Each site had a different source of contamination and most sites were
contaminated by multiple sources. It was not feasible to characterize the sources of con-
tamination based on the available information. Likewise, hydrologic features and the
depth of wells were not included for similar reason. The numbers of men and women
at these sites were nearly equal (157/161). Men and women living in the same house-
holds received the same exposure for any specific time. Thus, it was reasonable to dis-
regard the effect of gender on TCE exposure. The question that remains is how a
subject’s age and site affect cumulative exposure.

Subjects were classified into five levels according to their age in 1990: 0 to 2, 3 to 4,
5 to 6, 7 to 8, and 9 to 10. The GLM procedure detected that the full model was statisti-
cally significant (p=.0001). The main effects of age and city (i.e., the effects of those two
independent variables in the model) were statistically significant (p=.0001). The inter-
action between age and city (the crossed effect), however, was not significant (p=.2717).
It was concluded that levels of cumulative TCE exposure were statistically different
among age groups and sites. A contrast test (i.e., a test to determine how the level of one
variable influences the affect of another) of the age groups indicated that TCE exposure
of the 0-to-2 age group was significantly lower than that of any other age groups. The
differences between the 3-to-4, 5-to-6, and 7-to-8 age groups were not statistically sig-
nificant. The exposures of both the 3-to-4 and 5-to-6 age groups were significantly lower
than that of the 9-to-10 age group. No significant difference between the 7-to-8 age
group and the 9-to-10 age group was detected.

Analyses of Potentially Confounding Exposure
More than 20 chemicals were found in the groundwater of the contaminated sites,
including DCE, DCA, TCA, PCE, benzene, carbon tetrachloride, freon, toluene, xy-
lene, and heavy metals. Other reported secondary contaminants were chemicals and
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Table 6 Descriptive Statistics of Trichloroethylene Exposure by Site

Cumulative Exposure (parts per billion per year)

Site Number of Mean Maxi- Mini-
Subjects ±SDa mum 95% 90% 75% 50% 25% mum

Albion 7 74±137 357 357 357 153 0 0 0

Byron 8 682±923 1,970 1,970 1,970 1,698 36 9 4

Elkhart 96 1,564±8,041 59,210 3,048 1,163 366 37 8 0

Rockford 175 112±127 768 352 263 200 53 13 0

Roscoe 22 2,126±2,697 7,816 7,639 6,446 3,732 702 176 1

Verona 10 51±71 195 195 162 124 16 0 0

a SD=standard deviation



biological degradation products of TCE and the other chlorinated hydrocarbons (7).
The available data, however, indicated that most of the chemicals were not detected
often enough to make it possible to characterize exposure to them at any sites. Only the
four most frequently detected chemicals, DCE, DCA, TCA, and PCE (whose concentra-
tions varied from 0.7 to 400 ppb), were included in the analyses of potentially con-
founding exposures.

A correlation analysis was conducted to detect the association between TCE and the
four chemicals. TCE concentrations were significantly correlated with the levels of the
four chemicals at the Rockford site, but not at the Elkhart site (Table 7). Measurements
of the four chemicals above their quantitation limits were too sparse at other sites to
allow effective analysis, so only the Rockford and Elkhart sites were considered in the
confounding analysis. Confounding contaminant plumes were detected at the Rockford
site. These plumes showed geographic distribution patterns similar to that of the TCE
plume presented earlier. This provides visual evidence of the correlation (Figure 3).

The cumulative exposure of the four potential confounders was computed for the
subjects. The subjects were then stratified into subgroups by level of potential con-
founding exposure. The three subgroups formed were 0 to 10 ppb per year, 10 to 100
ppb per year, and more than 100 ppb per year for TCA, DCE, and DCA exposure and 0
to 1 ppb per year, 1 to 10 ppb per year, and more than 10 ppb per year for PCE expo-
sure. The subjects within each subgroup were further categorized into sub-subgroups
according to their TCE exposure levels.

Discussion

In epidemiological studies and risk assessments, exposure assessment is often the most
difficult task because it depends on factors that are hard to estimate and for which there
are little data. As was discussed earlier, the environmental data in this study had limi-
tations that increased the complexity of the retrospective exposure assessment. The
samples were not taken to quantify exposure over time, but to verify contamination (7).
Most of the environmental data consisted of single samples of well water from each
household, reflecting exposure during small parts of the subjects’ lives. Furthermore,
TCE was not distributed uniformly within the study areas; it varied as a function of
source characteristics and groundwater flow patterns. It was thus inappropriate to as-
sume that the exposure of Subregistry children was constant over time and use the
concentration of TCE in a single sample as the exposure level over the entire exposure
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Table 7 Correlation Analysis between Trichloroethylene and Other Contaminants (Pearson
Correlation Coefficients) for the Rockford, Illinois, and Elkhart, Indiana, Sites

Chemical Number of Subjects Rockford Elkhart

TCA 175 .7532 (.0001a) .1217 (.5219)

DCE 174 .5785 (.0001a) .1877 (.1873)

DCA 175 .7753 (.0001a) Sample size small

PCE 172 .3429 (.0197a) –.0286 (.8453)

a Statistically significant at α=.05.



period. In addition, we assumed that each subject at each site had been born there and
had lived there continuously until the baseline survey was conducted. When each sub-
ject’s residential history becomes available, the results of this assessment will be ad-
justed to yield the final estimate of exposure profiles. Groundwater contaminant
concentration and other geohydrologic features tend to be spatially correlated; that is,
the agreement of contaminant concentration and geohydrologic features at points
within an area increases as the distance between the points decreases. This made it pos-
sible to estimate the subjects’ exposures by using their neighbors’ exposures for the time
periods when no samples were collected at the subjects’ residences.

GIS provided the platform in which spatial and temporal distribution of contami-
nants could be described, interpreted, and integrated. The strong data manipulation
and visualization functions of GIS made exposure assessment rather straightforward
and demonstrated the distinct advantage of GIS over routine numerical methods. The
spatial interpolation performed by IDW and kriging methods identified a contaminated
groundwater plume in Rockford extending in an east-west direction (Figure 1), which
was consistent with ATSDR’s finding (7). By using the GIS map query tool, a subgroup
of 64 subjects living at the heavily contaminated area identified by GIS spatial analysis
was created. It was found that their cumulative TCE exposures were significantly
higher than those of subjects at the less-contaminated areas, provided that there were
no statistical differences in age between the two groups.

GIS was also used to determine the exposure duration for the 103 subjects who
lived in four different areas of Elkhart, each of which had a different time period of ex-
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Figure 3 Confounding contaminant plumes in well water at the Rockford, Illinois, site.
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posure. The available information only provided a brief description of the exposure
time for the areas, and the available geographic demarcation of the areas was not suffi-
cient to permit assignment of a household to one of the four areas based on its address.
The geocoding tool of GIS mapped each household to the corresponding location on a
digital map. GIS thus made it possible to determine, and show, in which area each
household was located.

Statistical and mathematical models, instead of groundwater models, were applied
to explore spatial and temporal variation of TCE contamination. Groundwater models
are often used to estimate the fate of contaminants that enter groundwater, but these
models are usually complex, due to the many physical and chemical processes that can
affect transport and transformation of contaminants in groundwater. Using groundwa-
ter models requires extensive knowledge of a site’s geohydrology and geochemistry. In
this retrospective study, many of the elements needed to establish groundwater mod-
els, such as sources of contamination and depth of wells, were unavailable. The statis-
tical and mathematical approach presented here was not constrained by these limits. It
fully utilized the available measured concentration data and allowed geostatistical in-
ference. The kriging interpolation procedure can provide not only concentration esti-
mates, but also the variance of these estimates. This can be used to establish confidence
limits on estimates if needed.

Potential confounding exposure was a critical concern in the exposure assessment.
Most of the subjects were exposed to multiple contaminants; more than 20 chemicals
were detected in their well water. The typical contaminant sources for the sites were in-
dustrial processes that used a variety of common solvents in addition to TCE (7). At the
Rockford site, exposure to TCE was significantly correlated with exposure to four other
chemicals, TCA, DCA, DCE, and PCE. Spatial analyses found that the area with the
highest concentrations of TCA, DCA, and DCE was also located between Road 1 and
Road 2, similar to the pattern of TCE distribution. Because of this, caution must be ex-
ercised in interpreting results of speech and hearing tests in Rockford. It may be possi-
ble to distinguish between the effects of confounders by comparing Rockford results
with those from Elkhart, where TCE exposure was not confounded.

Another issue should be kept in mind when interpreting this type of environmen-
tal data. Most of the samples were taken one time from households that were exposed
over extended periods ranging from 4 to 10 years. These one-time samples might not be
representative of the exposure for all of those periods. For instance, weather conditions
might affect sample composition. Heavy rain might result in sediment loading to water
bodies, which could increase contamination or affect the concentration of other con-
taminants through adsorption and settling in the water column. Ideally, monitoring
should provide a full annual sampling cycle or at least encompass seasonal extremes
such as conditions of high water/low water, high recharge/low recharge, and high
suspended-solids/clear water (25).

Conclusion

All of the six sites studied were contaminated with TCE. The cumulative exposures
were significantly associated with geographic location. No major changes in the geo-
graphic distribution pattern of TCE were observed at the Rockford site, except that the
TCE levels generally increased over a six-year period. The subjects at this site could be
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categorized into two subgroups: within the contaminant plume and outside the plume.
It was found that the cumulative exposure ranged from 0 to 59,210 ppb per year, with
a mean of 701 ppb per year. The mean exposure length was 5.5±2.9 years. Of the 198
households in the study, 118 had water with measured TCE concentrations exceeding 5
ppb, the EPA maximum allowable level for TCE in drinking water. The TCE exposure
was significantly correlated with the potential confounding exposures at the Rockford
site. Correlation was not significant at the Elkhart site. The subgroups created by quan-
titative exposure assessment could be used for the epidemiological investigations of
cause-effect and dose-response relationships between TCE exposure and adverse health
outcomes. GIS was shown to be a powerful tool for environmental studies involving
spatial and temporal data.
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Abstract

This project examines potential links between environmental hazards
and women’s reproductive health, with particular emphasis on fetal health and
pregnancy outcomes in Miami-Dade County, Florida. Health data are derived
from records of women seen at Jackson Memorial Hospital, University of
Miami. The patient pool is predominantly urban and Hispanic and allows us
to investigate environmental health issues important to this understudied mi-
nority population. This project will eventually examine in detail, through ret-
rospective and prospective studies, the relationship of maternal, fetal, and
neonatal (e.g., gestational age, birth weight) outcomes to a variety of point and
non-point source environmental exposures. We will also consider confounding
socioeconomic variables (e.g., income, health care delivery system used, and
cost of medical care). At this initial stage, we are using a geographic informa-
tion system (GIS) framework and data from EPA’s Toxic Release Inventory and
the Metro-Dade County Environmental Resources Management Agency to an-
alyze patient exposure risks to point source environmental hazards (e.g.,
industrial facilities, private wells, petroleum storage sites). Environmental jus-
tice issues related to environmental exposure risks are of particular concern in
Miami-Dade County at this time. An urban core redevelopment project,
“Eastward Ho!,” seeks to revitalize and improve quality of life in Southeast
Florida’s historic, urban areas and simultaneously lessen development pres-
sures and urban sprawl in sensitive environmental lands to the west, includ-
ing the Everglades ecosystem. This program, however, has also generated
concerns about public health effects of utilizing brownfield (contaminated/
remediated) sites for urban in-fill. Our project will contribute to this critical
discussion by providing information on the relationship between reproductive
health and environmental risks within the urban core.

Keywords: environmental justice, reproductive health, Hispanic

Introduction

We are interested in the potential health risks to pregnant women and their fetuses in
the predominantly Hispanic, urban population of Miami-Dade County due to expo-
sure to environmental hazards. Patient data will be derived from the patient pool at
Jackson Memorial Hospital, a large, metropolitan teaching hospital affiliated with the
University of Miami. While obstetrics patients are routinely screened for a variety
of common medical/obstetrical and psycho/social risk factors, they undergo no
screening for any environmental risk factors. Here we describe the preliminary
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planning phase of our study, which will incorporate patient information and environ-
mental data into a geographic information system (GIS) for analysis.

Population at Risk

Miami-Dade County Population

The population of Miami-Dade County is predominantly urban and unique in its high
proportion of Hispanic individuals and large number of recent immigrants, originating
primarily from the Caribbean but also from a variety of Latin American countries.
While the population of the county shares some of the general characteristics of immi-
grant and Hispanic populations in the United States, demographic and socioeconomic
measures vary significantly across Miami-Dade’s ethnic groups and within ethnic
groups depending in part on the time since arrival in the United States.

Hispanics make up 52% of the county’s population, with other minorities (African
Americans, Haitians, Native Americans, and Asian Americans) comprising another
22%. Foreign-born and native-born Cuban Americans make up the largest proportion
(approximately 50%) of Hispanics in the county. There are also large populations of
Puerto Ricans, Colombians, and Nicaraguans. Approximately 60% of the county’s pop-
ulation is foreign-born (1).

Although Miami-Dade County is predominately Hispanic, on average, it reflects
closely the age and fertility patterns of the US in general. However, average demo-
graphic figures may mask significant within-group variation in the county. For exam-
ple, foreign-born Hispanic women tend to have higher fertility rates and lower
educational levels (2). In addition, the relatively large illegal immigrant population in
the county may differ in fertility and age structure from the legal population upon
which reported demographic measures are based. Average educational achievement
level is one variable for which Miami-Dade County falls below the national average
(65% and 82% high school graduate or higher, respectively) (1).

Jackson Memorial Hospital Obstetric Pool

As a metropolitan public hospital, Jackson Memorial serves a high-risk population of
obstetrics patients. They represent the working poor, and the majority of patients de-
pend on some form of public assistance. Patients are disproportionately ethnic minori-
ties even relative to the overall county population. Patients who tend to be less
educated and from lower income groups are less likely to obtain appropriate care prior
to the delivery of their infants (3). Poor, young minorities are disproportionately unin-
sured (3). We feel they are also less likely to be aware of potential environmental health
hazards. 

Current data (January to June 1998) indicate that, while most mothers delivering at
Jackson are between the ages of 20 and 39, 16% are age 13 to 19. Seventy-two percent of
the women report themselves to be single parents. The majority of mothers begin pre-
natal care in the first trimester of pregnancy; however, 5% do not receive care until the
third trimester and 10% report no prenatal care before delivery. 

Residence within the urban core may lead to higher levels of exposure to environ-
mental hazards and to exposure to different environmental hazards than the population
at large. It is now well established that the potential impact of environmental hazards

40 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



is not uniform (4). Socioeconomic status and ethnicity are among the factors that make
some groups more vulnerable to the adverse health effects of environmental pollutants
(5). This is the primary concern of the field of environmental justice, which has found
that hazardous waste sites are disproportionately located in minority communities (6),
that air pollutants are disproportionately released in minority, especially Hispanic,
communities (7), and that average penalties incurred by polluters are substantially
lower in minority communities (8). Despite this potential for greater exposure among
Miami-Dade’s minority, urban core population, identification of environmental risk fac-
tors and detection of mother/fetal exposure and consequence are currently unmoni-
tored within the Jackson Memorial obstetric patient pool.

Environmental Hazards to the Fetus

Unfortunately, though the perinatal period is recognized as a sensitive period of life, it
is also understudied and there are few data available on the adverse reproductive and
developmental effects of most environmental agents. Government policy does not
specifically identify the fetus as a potentially vulnerable individual despite the fact that
the fetus and the newborn differ biologically from adults.

Although there are many similarities between intra- and extrauterine exposures,
there are notable differences as well. The fetus is at risk, first, through the increased
basal metabolic rate of pregnant women who have increased minute ventilation and
oxygen consumption, which increases their risk of exposure to air pollutants (9).
Because of increased basal metabolic rate and accretion of new tissue, pregnant women
have an increased caloric requirement, which increases their risk of exposure to pollu-
tants in food and water (9).

Second, the fetus differs from the adult in modes of potential exposure. For in-
stance, the skin of the fetus is underkeratinized, reducing the barrier properties of this
tissue. The ability to metabolize various chemicals depends on developmental stage.
Perhaps most importantly, fetal organs are in the process of growth and differentiation,
which increases their vulnerability to harmful agents (9). 

A pregnant mother’s environment and her health behaviors are important deter-
minants of fetal exposure. Fetal exposure to lead is dependent on both current and past
maternal exposures to the element. Lead accumulates in the bones over time; this accu-
mulate is mobilized from maternal bones during pregnancy and can result in elevated
fetal lead levels (10,11). For this reason, lead exposure should be minimized and moni-
tored in young women in order to avoid future fetal exposures. 

The primary route of fetal exposure to methyl mercury is parental consumption of
contaminated fish. Subsistence fishing with its risk of exposure to methyl mercury,
PCBs, and other chemicals is a major environmental justice concern in the state of
Florida (12,13). As reported by the Florida Public Interest Research Group in 1998,
Florida ranks 12th in the country in mercury emissions from coal- and oil-burning
power plants. This mercury then contaminates both inland and coastal bodies of water.
Because of bioaccumulation, locally caught fish can contain as much as 100,000 times
the concentration of mercury in the surrounding water.

The health consequences of perinatal exposure to dioxin and related compounds
have prompted a World Health Organization risk assessment initiative (14). Dioxin-like
compounds are known to transfer, although incompletely, across the placental barrier
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to the fetus. Developmental abnormalities and neuro-behavioral deficits have been
identified in children whose mothers consumed PCB-contaminated cooking oil and
organochlorine-contaminated fish during pregnancy (15,16,17,18).

The hormonal effects of pesticides have obvious reproductive and developmental
consequences. The in-utero endocrine effects of vinclozolin have been well docu-
mented. It acts as an anti-androgen and, as a pesticide residue in food, it may have de-
velopmental consequences in fetuses and children who are potentially sensitive to
imbalances in hormone levels (19,20). Organochlorines, a group of widely used chemi-
cals, have been implicated in endocrine related events in alligators living in Lake
Apopka in Central Florida (21). DDT has been spilled in these areas and the effects are
considered to be due to DDE, a potent metabolite of DDT, which leads to an imbalance
between androgens and estrogens and causes abnormal sexual development. DDT and
DDE, which have a well-documented lactation suppression effect, and vinclozolin are
classic examples of endocrine disrupters that can cause abnormal pregnancies, en-
dometriosis, and increased risk of breast and prostate cancer (22). 

Environmental Hazards in Miami-Dade County

We have begun to incorporate information and data pertaining to both point source and
non-point source reproductive and developmental hazards in Miami-Dade County into
a GIS database (zip code and street address linked). Our primary point source database
is the US Environmental Protection Agency’s annual Toxic Release Inventory (TRI)
monitoring database. These data provide information on air and water releases from
monitored facilities occurring in Miami-Dade County. Though the TRI data do have rec-
ognized limitations, we have used the Environmental Defense Fund’s (23) lists of rec-
ognized and suspected reproductive and developmental toxins together with existing
TRI data to identify facilities within Miami-Dade County that release these substances
(Tables 1–3). We can see from preliminary plotting of these TRI sites and 1997 Jackson
Memorial obstetrics patient residence by zip code that our patient pool lives in rela-
tively close proximity to these sites (Figure 1). We also have access through the Dade
County Environmental Resource Management Agency to data on additional local facil-
ity releases (e.g., underground tanks, dry cleaners) that are not included under the TRI
system. 

Non-point source exposures may be of equal or greater health importance than
point source releases. In addition to specific information acquired through our patient
survey, we will incorporate into our GIS database information on drinking water
sources (public, private commercial, and individual well systems) and age of housing,
which can influence the likelihood of exposure to lead through plumbing and paint.

Proposed Study

Our goal is to collect environmental risk data on individual mothers through question-
naires, then link these data to pregnancy outcomes and an environmental hazards data-
base. All pregnant women presenting for prenatal care at the obstetrical service of
Jackson Memorial Hospital will be offered a questionnaire that screens for environ-
mental health issues. All interviews will be conducted one-on-one with the patient in a
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private setting. The questionnaire will focus on the following aspects of environmental
exposure hazards:

• Water: Source and consumption patterns.
• Lead exposure risks: Age of housing/plumbing.
• Mercury exposure risks: Fish consumption patterns, source of fish consumed.
• Occupational exposure risk: Occupation information on patient and primary

household members.
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Table 1 USEPA Toxic Release Inventory Data (1995): Recognized Developmental Toxicants
Released in Miami-Dade County, FL (23)

Chemical Releases to Air (lb)

Toluene 440,919

Arsenic 10

Table 2 USEPA Toxic Release Inventory Data (1995): Suspected Developmental Toxicants
Released in Miami-Dade County, FL (23)

Chemical Releases to Air (lb)

Trichloroethylene 141,495

Styrene 136,295

Tetrachloroethylene 82,000

Phenol 67,004

Xylene (mixed isomers) 8,550

Methyl ethyl ketone 1,827

Methyl methacrylate 985

Glycol ethers 510

Methyl isobutyl ketone 250

Copper 22

Table 3 USEPA Toxic Release Inventory Data (1995): Suspected Reproductive Toxicants
Released in Miami-Dade County, FL (23)

Chemical Releases to Air (lb)

Toluene 440,919

Dichloromethane 371,714

Trichloroethylene 141,495

Tetrachloroethylene 82,000

Xylene (mixed isomers) 8,550

Methyl ethyl ketone 1,827

Methyl methacrylate 985

Glycol ethers 510

Copper 22

Arsenic 10
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Figure 1 Location of TRI sites releasing known and suspected reproductive and developmen-
tal toxins, and 1997 Jackson Memorial Hospital obstetrics patient residence by zip code in
Miami-Dade County, FL.



• Pesticide exposure risk: Known use of pesticides/herbicides in and around the
home.

• Personal lifestyle risk factors: e.g., smoking habits of patient and primary
household members.

Our assessment of pregnancy outcomes will include a number of variables not readily
available in the literature. For each mother, we will record antenatal course, medical
risk factors, abnormalities in fetal growth and tests of fetal well-being, gestational age
at labor, duration and progress of labor, mode of delivery, indications for operative de-
livery, hospital course, number of days in hospital, and discharge diagnosis. For each
birth, we will also record gestational age at birth, birth weight, number of days in the
hospital, stay in normal newborn nursery versus neonatal intensive care unit (days on
respirator, treatment modalities), age at discharge from hospital, and discharge diagno-
sis when other than a normal newborn. In addition, we hope to collect and analyze
matched mother/fetal blood samples for assessment of critical risk factors such as lead,
mercury, various organochlorines, and indicators of endocrine disruption.

We plan to explore further environmental risk and pregnancy outcome patterns
through the development and use of a countywide GIS database. We plan to include the
following data:

• EPA TRI annual facility release data
• Superfund site locations
• Other county data on non-TRI release facilities
• Public and private drinking water sources
• Jackson Memorial Hospital obstetrics patient outcome data

This database and the GIS format will allow us to plot potential environmental hazard
sources as well as known pregnancy outcomes for surveillance purposes. This approach
is critical to beginning to assess spatial distribution of negative pregnancy outcome pat-
terns and their potential relationship with known and suspected reproductive and de-
velopmental hazards. This analysis is of particular interest from the perspective of
environmental justice in the urban, minority population of Miami-Dade County.
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Using GIS to Create Childhood Lead Poisoning
Guidelines in Florida
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Abstract

Over 900,000 children in the United States have blood lead levels high
enough to cause health problems that range from learning disabilities to per-
manent neurological damage. The Florida Department of Health, Bureau of
Environmental Epidemiology, was awarded a grant from the US Centers for
Disease Control and Prevention (CDC) to conduct childhood lead poisoning
surveillance in Florida. The CDC identified older housing stock as the most
significant avenue for lead exposure in young children. In 1997, the CDC pub-
lished screening guidelines that suggested universal screening for all children
living in census block groups where 27% or more of the housing was built be-
fore 1950. However, dangerous amounts of lead were present in paint until the
mid-1970s. Using a geographic information system (GIS), the Bureau of
Environmental Epidemiology is developing statewide screening guidelines
that are more appropriate to the unique demographics of Florida than the
CDC guidelines. With ArcView software, many different variations of the CDC
guidelines were examined quickly and easily. The Bureau assigned latitude
and longitude coordinates to a table of 1993–1997 lead poisoning cases, then
performed a tabular join to link the census housing data to the geographic
block group data. ArcView was then used to isolate the housing age by block
group in multiple combinations until the best fit with the case addresses was
determined. This procedure enables county health departments to use tar-
geted blood lead screening, thus maximizing the number of at-risk children
being tested while consuming fewer resources than they would using univer-
sal screening.

Keywords: lead, poisoning, housing, block group, screening

Introduction

The United States Centers for Disease Control and Prevention (CDC) has estimated
that 900,000 children less than six years of age have blood lead levels higher than 10 mi-
crograms per deciliter. This seemingly low level of lead exposure has been scientifically
documented to cause developmental abnormalities such as lower intelligence and re-
duced stature (1,2). Higher levels of blood lead can cause nervous system dysfunction,
reduced blood oxygen capacity, kidney failure, and death.

Contrary to popular belief, lead poisoning is not limited to children of the poor or
of minority members. Lead can afflict children regardless of their socioeconomic status
and has been used so extensively by industrial society that it is virtually impossible not
to consume it. This statement has been proven by the comparative measurement of

47

* Christopher M Duclos, Bureau of Environmental Epidemiology, Florida Department of Health, 1317
Winewood Blvd., Tallahassee, FL 32399 USA; (p) 850-488-4821; (f) 850-922-8473; E-Mail: Chris_Duclos@
doh.state.fl.us



lead in the bones of pre-Columbian New World dwellers to the bones of modern peo-
ple. The bone lead levels of modern humans are on average 100 to 1,000 times higher
than those of pre-Columbian humans (3). While these elevated bone lead levels are gen-
erally not high enough to be termed “lead poisoning” under current federal guidelines,
the mere presence of lead at comparatively high concentrations in modern humans sug-
gests the inevitability of lead ingestion and hints at the universal problem of lead
poisoning.

For several reasons, children are more easily lead-poisoned than adults. First of all,
“if the same concentration of lead is present in substances consumed, such as air, food,
or water, children ingest or inhale a greater quantity relative to body weight than do
adults” (4). This is because children have higher rates of respiration and metabolism
than adults. Secondly, when children ingest lead, a greater quantity of that lead is re-
tained in their bodies than in adults’ bodies. For example, Ziegler et al. (5) discovered
that infants between 14 days and two years old absorbed 42% of ingested lead and re-
tained 32% of ingested lead. In contrast, adults are generally considered to absorb 5 to
10% of ingested lead (although nutritional factors play a significant role in absorp-
tion/retention) (4). The third reason for which children are more likely to be lead-
poisoned in today’s environment is that children, especially those between 0 and 72
months old, are more likely to engage in extensive hand-to-mouth activity. This means
they are more likely to ingest lead-contaminated matter such as dust, soil, paint chips,
or pottery. For children, the most significant of these sources is leaded paint in older
housing. Lead was used extensively in residential paint until the federal government
banned its use as an additive in 1978. However, thousands of children continue to be
exposed to this deteriorating paint. The most effective methods of preventing child-
hood lead poisoning are to remove the lead paint from the child’s environment or to
protect the child from lead exposure. In practice, the elimination of childhood lead poi-
soning has been a painfully slow process because of a lack of public awareness and be-
cause of the sheer enormity of the problem.

The CDC has taken the lead in establishing policy directives to reduce the preva-
lence of childhood lead poisoning. Recognizing that state and local health agencies are
better equipped to deal with the specific lead poisoning issues in their jurisdictions, the
CDC has made extensive surveillance and prevention grant monies available to these
government agencies. In Florida, the Department of Health, Bureau of Environmental
Epidemiology, was awarded a statewide childhood lead poisoning surveillance grant in
1992. In that same year, childhood lead poisoning became a reportable disease in
Florida, which means that state and private laboratories were required to report the re-
sults of all blood lead tests performed. The cases of childhood lead poisoning used in
this study were drawn from the centralized database of the Florida Childhood Lead
Poisoning Surveillance Program (CLPSP) for the years 1993 through 1997.

Most of the cases in the CLPSP database were tested by one of the 67 county health
departments (CHDs) in Florida. There is a great deal of variability between the level of
service provided by the different CHDs. Some counties (e.g., Pinellas, Duval) offer full-
service health facilities, while others (e.g., Dade, Broward) have farmed their responsi-
bilities out to private health agencies because of a lack of adequate budget to maintain
proper health care services of their own. In the counties that do offer health care pro-
grams, most of the children enrolled are Medicaid recipients. Thus, most of the children
tested for lead poisoning by the CHDs are Medicaid recipients. When these children are
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tested, their blood is sent to the state laboratory in Jacksonville. The state laboratory is
then required to send the results to the statewide surveillance database in Tallahassee.

In contrast, private physicians in the counties with little or no CHD services see a
mixed bag of children on Medicaid and children with private insurance plans.
Unfortunately, the majority of private physicians in Florida do not believe that child-
hood lead poisoning is a major health concern (6). Testing of blood lead levels by pri-
vate physicians is sporadic at best, even for the children they see who are on Medicaid.
This is significant because Medicaid requires and pays for childhood blood lead screen-
ing for all one- and two-year-olds. However, no government agency is enforcing the
mandatory blood lead testing required for children on Medicaid.

For children in cost-conscious HMOs, the prospects of a blood test are even less
promising. For example, one of the Florida Department of Health employees who ad-
ministers the statewide lead poisoning database could not get her insurance to pay for
a blood lead test for her children because her physician would not approve it. Like
many other doctors, he did not believe the infants were in any danger, even though the
employee lived in a house built before 1978.

In addition to sponsoring grants for childhood lead poisoning surveillance, the
CDC has taken an active role in the delineation of lead poisoning hazards. In 1997, the
CDC published a short document entitled Screening Young Children for Lead Poisoning:
Guidance for State and Local Public Health Officials (7). The purpose of this document was
to reiterate the CDC’s commitment to the surveillance and prevention of childhood lead
poisoning. It recommended a basic targeted screening plan as an interim measure while
local data were being reviewed. In other words, local health departments should make
a concerted effort to test all children living in areas with greater than or equal to 27%
pre-1950 housing (the national percentage). The areas that exceed this national percent-
age of pre-1950 housing are more likely to contain lead-poisoned children. However,
the CDC admits that this definition of what areas to target may not be adequate for all
jurisdictions, since a substantial threat remains in housing built between 1950 and 1978.
This is precisely the case for the state of Florida, where the building boom did not occur
until after World War II.

In comparison to the national situation, Florida’s housing does not appear to be as
hazardous to young children. Only 7.7% of Florida housing was built before 1950, a per-
centage that is 47th out of 50 states. However, this percentage represents 472,481 homes,
which places Florida 19th out of 50 states in sheer numbers of pre-1950 houses.
Furthermore, because the phase-out of leaded paint for residential uses was not com-
plete until 1978, homes built between 1950 and approximately 1970 still represent a sig-
nificant hazard to children. In Florida, the number of homes built between 1950 and
1970 is 1,708,205, or approximately 3½ times more than in all previous years combined.

Clearly, the CDC recommendation to screen all children living in areas with at least
27% pre-1950 housing may not be ideally suited to Florida, considering the large num-
ber of homes built between 1950 and 1970. In other words, using pre-1950 housing
alone would not capture enough of the lead poisoning risk. The Bureau of
Environmental Epidemiology has taken the initiative in analyzing state childhood lead
poisoning data in conjunction with 1990 census data. The ultimate objective of this
analysis is to publish a modified screening recommendation to aid in focused screening
efforts.
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Methods

In order to analyze the geography of childhood lead poisoning in Florida, the statewide
database of children with elevated lead levels first had to be geocoded. This process
used the residential address from each record in the CLPSP database to assign a latitude
and longitude based on where the address fell on the specific street segment. This was
possible because nearly every road in Florida has been entered into a geographic infor-
mation system (GIS) database. This GIS stores the latitude and longitude of every road
segment, as well as the address ranges (house numbers) found along it. In this manner,
the cases were added to the Florida Department of Health’s GIS in order to analyze the
case locations at various geographic levels.

The county level was chosen as the most appropriate unit for GIS analysis. The
analysis is still ongoing, and only preliminary results are available at this time. For the
presentation at the 1998 GIS in Public Health conference, Pinellas County, Florida, was
chosen to demonstrate the methodology of analyzing the spatial arrangement of child-
hood lead poisoning cases in relation to housing data from the 1990 census. Pinellas
County is a metropolitan county containing the cities of St. Petersburg and Clearwater.
It was one of the earliest counties in Florida to undergo a population explosion (mostly
as a result of in-migration) after World War II. As a result, Pinellas County contains a
significant number of older homes with deteriorating lead-based paint.

Three years ago, the Pinellas County Health Department (PCHD) was awarded an
individual surveillance grant from the CDC. With this federal money, the PCHD ad-
ministered surveys to determine what areas of the county present the greatest lead poi-
soning risk to children. Using this knowledge, the PCHD has been able to find more
lead-poisoned children than many other counties in Florida. Furthermore, the cases of
lead poisoning found by the PCHD are more representative of the overall population of
children than are the findings of many counties in Florida. For these reasons, Pinellas
County was chosen for the initial GIS analysis of lead poisoning cases in relation to
older housing.

Data on the childhood lead poisoning cases for Pinellas County were overlaid on
1990 census block groups. Using GIS, different combinations of older housing could be
isolated and then analyzed with the cases. First of all, the CDC recommendation of uni-
versal screening in block groups made up of at least 27% pre-1950 housing was tested
to see what percentage of cases fall in this defined area. The answer was 65%. A modi-
fied standard of at least 58% pre-1970 housing was then used; 84% of the cases fell
within this area, for an overall improvement of 19%. The use of this modified recom-
mendation would increase the number of children with elevated lead levels discovered
through universal screening in these areas. In the future, more elaborate GIS analyses
will be performed using other census variables, such as percent single mothers, percent
below poverty line, percent black, etc. This could serve to focus screening efforts to a
more sophisticated level than ever before through the use of GIS to analyze childhood
lead poisoning cases in relation to demographic data.

Conclusion

In conclusion, childhood lead poisoning remains a problem in the United States despite
persistent efforts to reduce its prevalence. Leaded paint in older housing is the single
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greatest exposure route for childhood lead poisoning. The CDC has recommended uni-
versal screening of children in areas where at least 27% of the housing was built before
1950. However, the CDC is aware of the fact that this recommendation is not ideally
suited to all jurisdictions. The Florida Department of Health is using GIS to examine the
geography of childhood lead poisoning cases extracted from the statewide CLPSP data-
base. Early indications from the analysis of Pinellas County reveal that a modified CDC
recommendation may be better suited to focused screening efforts in the Sunshine
State. GIS was central to this conclusion, and it is the hope of this researcher that GIS
continues to play a significant role in the effort to eliminate childhood lead poisoning
in Florida and around the world.
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Abstract

The Potential Risk Indexing System (P-RISK) is a screening methodology
and computer-based program that ranks areas of concern (i.e., facilities, in-
dustrial sectors, and geographic areas) according to multi-media chemical re-
leases, chemical toxicities, and selected demographics of surrounding
populations. The model uses geographic information system (GIS) technolo-
gies to display vast quantities of data, assisting users in cumulative risk analy-
sis and other decision-making processes. P-RISK users include risk assessors
and managers, US Environmental Protection Agency (EPA) program offices
and Regions, state environmental departments, and other communities con-
cerned with environmental targeting, inspection targeting, pollution preven-
tion targeting, resource prioritization, environmental justice analysis, trend
analysis, and comparative risk efforts. P-RISK operations currently include
five steps. First, release data are retrieved from the EPA’s Toxics Release
Inventory System, the Aerometric Information Retrieval System, and the
Permits Compliance System for reported chemical emissions to air, land, and
water. Second, toxicity values are obtained from the Integrated Risk
Information System and the Health Effects Assessment Summary for oral car-
cinogenic and non-carcinogenic effects. A dose is then calculated and weighted
to create an index of relative toxicity scores. Third, a visual GIS data layer
showing color-coded, indexed areas (based on an 8-mile by 8-mile grid sys-
tem) ranging from high-release and high-toxicity combinations to low-release
and low-toxicity combinations is created and made available for viewing and
printing. Fourth, in keeping with EPA environmental justice and children’s
health protection guidelines, a second GIS color-coded, indexed data layer is
generated, using US Census data, to ascertain income and minority status as
well as other factors that may influence the relative vulnerability of subpopu-
lations. This approach does not yet imply exposure, which must be assessed
using intake parameters adjusted for specific subpopulations. Presently, the
vulnerability index created in step 4 characterizes potentially exposed popula-
tions, highlighting those that may be more vulnerable. In this way, the screen-
ing can include population characteristics without using broad assumptions
about exposure conditions. Finally, the chemical/facility index (created in step
3) and the vulnerability index can then be overlaid to match incidence of high-
toxicity, large-release combinations with areas having relatively high percent-
ages of vulnerable populations.
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Introduction: The Potential Risk Indexing System

The Potential Risk Indexing System (P-RISK) is a computer-based screening model that
ranks facilities, industrial sectors, or geographic areas according to data on multi-media
chemical releases and chemical toxicities, population demographics, and other spatial
features. The P-RISK is structured to enable the user to consolidate all available data,
ranging from ambient air and water status to watershed health to potential human
health risk, in one user-friendly product.

By using geographic information system (GIS) software to display vast quantities
of data, the P-RISK assists users in cumulative risk analysis, broadening individual pro-
grammatic criteria for targeting enforcement actions in stressed areas, or identifying
improved environmental protection in other areas. Expected users of the P-RISK in-
clude US Environmental Protection Agency (EPA) risk assessors, EPA risk managers,
and state and local environmental regulatory agencies concerned with inspection tar-
geting, pollution prevention targeting, resource prioritization, environmental justice
analysis, trend analysis, and comparative risk efforts. Communities that use environ-
mental information in their decision-making may also use the P-RISK.

The P-RISK has resulted from the consolidation of two independent development
efforts, the Chemical Indexing System (CIS) (1,2), prepared by EPA Region III, and the
Risk-Based Enforcement Strategy (RBES) (3,4), prepared by EPA’s National Center for
Environmental Assessment at the Office of Research and Development. As part of the
consolidated development process, the P-RISK Workgroup, consisting of EPA staff from
headquarters and the Regions, has been convened to provide critical input and help de-
velop the P-RISK model as it currently exists. This peer-review package includes input
provided by the workgroup during a six-month period from June to November 1998
(5).

Conceptual Model

The P-RISK is intended to address several complex questions pertaining to potential
risk and exposure to toxics. It is designed to answer a range of questions from a variety
of users using the familiar platform of a personal computer (PC). To do this, the P-RISK
takes the following three-step approach: 

1. Retrieval of data from EPA databases.
2. Manipulation of these data to calculate a set of indices executed within a series

of independent modules.
3. Use of a GIS interface to integrate the data and test scenarios for potential risk,

exposure, and compliance.

The modules are arranged to reflect the 1983 National Academy of Sciences risk
paradigm (6) and are tooled to permit independent execution of each module. This
structure maximizes flexibility for the user and enables a description of uncertainty at
each stage of the analysis.
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The first step, data retrieval, uses a SAS program (SAS Institute, Inc., Cary, NC) to
gather chemical release information from a variety of EPA databases. Currently, data for
reported chemical releases to air, land, and water are retrieved from the Toxics Release
Inventory (TRI) (7) and the Permit Compliance System (PCS) (8) housed in the ENVI-
ROFACTS data tables (9) on EPA’s Valley Unix machine in Research Triangle Park,
North Carolina. Data from the Aerometric Information Retrieval System (10), the
Resource Conservation and Recovery Information System (11), and the Biennial
Reporting System (12) will be added to this system.

The second step in the process generates a suite of indices, described below. (See
Figure 1.) Briefly, the Chronic Index, contained in the P-RISK system’s P-RISK Module,
is based on the volume and toxicity of a chemical release and characterizes a chemical,
facility, or Standard Industrial Classification (SIC) of interest to the user. The
Vulnerability Index is divided into two components, census and disease. The
Vulnerability Index: Census, also contained in the P-RISK Module, describes demo-
graphic characteristics that may render a subpopulation more likely than the general
population to be harmed by toxic chemical exposures. The Vulnerability Index: Disease
describes existing disease incidences and is included in the Exposure Module, along
with the Exposure Index. The Compliance Index, contained in the Compliance Module,
provides a statutory component to describe current and historical conformance with
environmental laws. 

To permit the greatest level of flexibility, the model has been developed to calculate
each index independently, allowing the user to refine the analysis in a stepwise fashion
and gain an appreciation for the data gaps and uncertainties at each stage of the analy-
sis. The P-RISK’s modules, some of which are currently under development, are briefly
described below.
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The P-RISK Module has two components:

• The Chronic Index, a relative rank using scores derived from the reported volume
of each chemical released at a site along with its associated toxicity. Individual
Chronic Indices can be ranked or summed according to a given selection of
chemical, facility, or SIC. The user has the option of generating these data for any
or all of the 50 US states or the 10 EPA Regions. The user also has the option of

creating these data as Lotus (Lotus Development Corporation, Cambridge, MA)
spreadsheets or dBASE III (Ashton-Tate Corporation, Torrance, CA) files, which
are stored on the user’s PC and further processed to create a GIS data layer for
use with the ArcView (ESRI, Redlands, CA) GIS software (Figure 2).

• The Vulnerability Index: Census, which provides a description of socioeconomic
and demographic characteristics that may render a subpopulation more likely
than the general population to be harmed by exposure to toxic chemicals. Given
that “vulnerability” can mean different things to different people, for this appli-
cation, the definition of vulnerability is consistent with recommendations of the
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P-RISK Workgroup and in keeping with the environmental justice guidelines
developed by EPA. Namely, “vulnerability” encompasses both biologically sen-
sitive populations and potentially highly exposed populations. In general, this
index is intended to highlight those populations that may be more vulnerable.
In keeping with EPA environmental justice (13) and children’s health protection
guidelines (14), US Census data are available on CD-ROM for all 50 states. The
current project uses Census data for the District of Columbia and the five states
in Region III: Delaware, Maryland, Virginia, West Virginia, and Pennsylvania.
The project contains Census data for the following nine fields: minority status,
poverty status, age, pregnancy, female head of household with children and no
husband present, educational attainment, unemployment, and age of home.

The first module, P-RISK, purposely does not account for exposure, which must be
assessed using intake parameters adjusted for specific populations. Moreover, it is im-
portant to note that the term “vulnerable” does not imply causality or a mathematical
relationship between a demographic characteristic and a hazard. Rather, the data are in-
tended as an illustration, demonstrating the potential for risk and alerting the user that
further analysis may be warranted.

The Exposure Module has two components:

• The Vulnerability Index: Disease, which includes a description of disease incidence
using county-level data provided by the federal Centers for Disease Control and
Prevention. A finite number of International Classification of Diseases (ICD)
codes were selected based on the critical effects of priority compounds.
Professional judgement should be an integral part of the ICD selection process.
Clearly, the manifestation of disease can have many causal factors, including
diet, lifestyle, smoking, and environmental insults. Disease occurrence cannot
prove a causal relationship with nearby sources; therefore, the purpose of this
index is to demonstrate the current disease burden for a selected area and pro-
vide a public health context for the P-RISK Module.

• The Exposure Index, which provides a method for evaluating potential exposures.
This index is the most complex and possesses the greatest uncertainty. Several
models are currently under consideration for inclusion in the P-RISK, including
RBES (3,4), the Ecological Sensitivity Targeting and Assessment Tool (15), the
Cumulative Exposure Project (16), and the Total Risk Integrated Methodology
(17). For each of these models, characterization of the uncertainty in the result-
ant estimates is a key feature.

The Compliance Module has one component:

• The Compliance Index, which provides a compliance component for targeting
purposes. Several existing compliance rating methodologies are currently under
consideration for inclusion in P-RISK, including the Site Index Database (18) rat-
ing factors and the Sector Facility Indexing (19) approach to compliance. The
Compliance Index takes advantage of compliance history both in terms of issued
complaints and the complaint patterns derived from the Emergency Response
Notification System database (20) and the Integrated Data for Enforcement
Analysis system (21,22). The Compliance Index can serve to highlight areas with
a high potential for non-notifiers by focusing on geographic or industry sectors
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with large numbers of complaints or poor compliance history. At the same time,
the Compliance Index enables the user to identify facilities that have had excep-
tional environmental and compliance histories and could serve as models for the
regulated community.

The final step of the P-RISK model allows users to view and interact with the in-
formation contained in the indices, including pertinent geographical datasets that may
be available on the user’s home system. Using ArcView, the user creates maps, queries
the data, and creates new themes on demand according to user-specified criteria. One
specific coverage included in the first module of P-RISK is an 8-mile by 8-mile grid of
the contiguous United States displaying areas of relatively high volume and high toxi-
city for TRI and PCS industrial releases for the reporting year of interest (i.e., the
Chronic Index). The same module also includes demographic coverages at the census
block level to display counts for each of the nine different demographic categories (i.e.,
the Vulnerability Index: Census).

The project also contains a reference library that gives access to several ecosystem
and municipal coverages, including ambient air monitoring data, stream alkalinity, a
relative ranking of watershed health, public lands, cities, and zip codes. Each of the cov-
erages in the system is currently available for Region III, but may be revised to include
coverages available on the user’s home system. Each coverage is documented in the ref-
erence library, including a description, a justification for use, and a source citation. With
live access to all data in one place, the user can view and query the coverages in a
spatial environment, matching incidences of large-volume, highly toxic releases with
areas of either complaints, high percentage of vulnerable populations, or vulnerable
ecosystems. 

ArcView GIS Project

The P-RISK model is delivered in two parts: (1) a user-friendly, interactive ArcView GIS
project that can create maps, query data, and create new themes on demand according
to user-specified criteria, and (2) an automated SAS program that can be customized to
user specifications for risk level, area of concern, and type of output. The objective of P-
RISK is to provide the user with real-time access to the data and the discretion to over-
lay, view, and query the different indices generated in the modules. 

Data Analysis

The following steps are taken to produce the data layers or themes for the GIS maps.
All coverages in the ArcView project are projected in albers equal-area conic with sphe-
roid GRS 80, central meridian equal to -79, first standard parallel equal to 37, second
standard parallel equal to 41, and latitude of projection’s origin equal to zero. There is
no false easting or northing; both are set to zero. The datum is the North American
Datum of 1983, or NAD 83.1
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Chronic Index Coverage
SAS code is used both to retrieve data from the EPA databases and to calculate the
Chronic Index. The final output is provided as four files (one each for chemical, docu-
ment control number, facility, and SIC code) in either Lotus or dBASE format and is
stored on the user’s PC. The algorithm also contains a quality assurance check to ensure
that the code is executing properly.

P-RISK allows the user the opportunity to map the Chronic Index by facility, SIC
code, and chemical. The output files, stored on the user’s PC, are retrieved from within
ArcView to create a color-coded grid expressing potential risk. This data layer can be
manipulated to illustrate the rank of a chemical release in a particular grid, the facilities
responsible for the toxic chemical release, and the SIC codes that are primarily respon-
sible for the toxic release. The user has the option to create files either in Lotus or dBASE
format. The user’s manual provides details on how the program calculates the Chronic
Index and aggregates the data by chemical, facility, and SIC code.

Census Block and Demographic Information
Census block group coverages or data layers are available from various electronic
sources. For example, the Regional census block group boundary coverages can be
found at the following EPA FTP site: ftp://valley.rtpnc.epa.gov. Because these elec-
tronic sites may vary from Region to Region, each EPA Regional GIS group should be
contacted for specific boundary coverage locations. Once the boundary coverage has
been obtained, it can be coupled with demographic information to create additional
data layers. In the Region III example, the data for nine census fields (downloaded from
the 1990 US Census CD-ROMs) were permanently joined to the block group boundary
coverage. For each of the nine census fields, the block groups are sorted from lowest to
highest and divided into ten equal percentiles. This ranking permits the user to view
any percentile for any census field, such as the top 10% of the Region’s census block
groups for poverty.

The Fetch Button
The Fetch button is used to process the TRI/PCS facilities database. After clicking on
the button, the system prompts the user for the location of the facilities database file to
process. The data are then retrieved into ArcView by Fetch and run through checks to
see if the proper information is contained in the file. Once the database file passes the
checks, a point coverage is created from the available latitude and longitude data. If the
latitude and longitude field is not populated, then a point is created using the zip code
centroid. Statistics are then run on the new facility point coverage to create 10 per-
centiles for each of the nine chemical release categories:

• Fugitive air releases
• Stack air releases
• Water releases (containing releases from either PCS or TRI)
• Underground releases
• Land releases
• Onsite releases
• Releases from publicly owned treatment works
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• Offsite releases
• Total releases and transfers

The new facility point coverage and its attached percentile database are then added to
the view and a legend is created. From the new facility coverage, an 8-mile by 8-mile
grid aggregation of the facility points is created. Statistics are also run in the 8-mile by
8-mile aggregated grid to produce percentiles for each of the nine chemical release cat-
egories. After adding the grid theme to the view, the system prompts the user for the
location of the chemical table. Once the corresponding chemical table is found, it is re-
trieved into ArcView by Fetch and linked to the facility point coverage. This marks the
successful completion of the program, leaving the user with a ranked, color-coded grid
coverage and a ranked facility point coverage linked to individually ranked chemical
releases. The P-RISK retains up to three years of processed data to enable the user to in-
vestigate recent trends in hazard.

Blue Star Query
From this data universe, the Blue Star button allows the user to select a subset of infor-
mation contained in any data theme in P-RISK. For instance, the user can use the Blue
Star to select the top 10% of the fugitive air combined index to identify and display
those facilities releasing chemicals with the highest volumes and toxicities. The user is
prompted through a series of help menus to locate the item of interest. Once the query
is completed, the resultant subset is linked to both the facility and chemical tables so
that the user can determine specific chemicals, their sources, amounts, rank, carcino-
genic or non-carcinogenic toxicity, uncertainty, and other attributes.

Red Flag Query
The Red Flag button allows users to select individual sites from the subset created with
the Blue Star. Using this feature, the user can access the row within the data table asso-
ciated with the particular site. All selected sites can be moved to the top of the table by
clicking on the top border of the table and then clicking the “promote” icon.

Reference Library
The Reference Library enables the user to access other available data coverages, con-
solidating desired information in one place. This structure facilitates place-based analy-
ses and assists in identifying the relative contribution of several different impacts.
Online documentation is also available.
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Strategies for GIS and Public Health
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Abstract

The paper is divided into three sections. The first reviews three broad
trends in information technology that will affect geographic information sys-
tems (GIS) in the coming years. The second identifies four trends that are spe-
cific to GIS, including availability of new data, trends in software,
developments in education, and opportunities in new hardware. The third sec-
tion recommends six potential strategies for advancing applications of GIS to
public health. The paper ends by suggesting an analogy between imaging the
body and imaging the health of the nation through GIS display and analysis.

Keywords: public health, spatial data infrastructure, future trends, 
strategies

Introduction

As the conference closed, I was struck by two things: the refreshing diversity among
the conference attendees, and the sheer size of this geographic information system
(GIS) application domain. Many GIS conferences still have a long way to go before their
audiences resemble America, but this one seemed much closer to achieving that goal.
The conference showed ample evidence of the vast range of health applications of GIS
in the variety of topics among the roughly 130 papers, the posters and demonstrations,
and the pre-conference workshops. It showed the power of GIS for mapping, but also
for gaining new insight by displaying data in new ways and by organizing data and
programs geographically. Yet it seemed to me that the conference demonstrated the po-
tential for a community of health professionals using GIS that would be as much as two
orders of magnitude greater in number than the present community, given the poten-
tial for improved health as a goal of many, many different types of GIS applications.

The following three sections address the three distinct purposes of this paper:

1. To identify trends in society and in information technology that are larger in
scale than GIS, and that will inevitably affect the application of GIS to health
problems.

2. To identify trends that are specific to GIS, but still larger than any one appli-
cation.

3. To suggest some strategies for the community interested in GIS applications to
health problems.

The three sections are followed by a brief conclusion.

External Trends

The Mapping Science Committee (MSC) of the National Research Council exists as “a
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focus for external advice to the federal agencies on scientific and technical matters re-
lated to spatial data handling and analysis,” and has been instrumental in initiating the
concept of the National Spatial Data Infrastructure (1). In 1997, the MSC published a re-
port entitled The Future of Spatial Data and Society (2), which reported on a workshop
sponsored by the committee in 1996. The report reviews trends in society at large that
are likely to impact GIS in the next 15 years, and lays out a number of alternative vi-
sions for the role of GIS in society in 2010. Below, I review three of those trends, chosen
because they seem to be of particular significance to applications of GIS to health
problems.

Information Technology
One of the most remarkable trends of the past 15 years has followed the prediction at-
tributed to Gordon Moore, co-founder of Intel, that processor speed would approxi-
mately double every 18 months, and that processor costs would stay approximately
constant. Two things are remarkable about the prediction: first, the precise way in
which the actual performance of the industry has matched it; and second, the fact that
it was proposed by one of the key figures in that industry, rather than an independent
observer. Over the past 15 years and since the advent of the IBM PC, the speed of a PC’s
central processor has increased by a factor of roughly 1,000, and costs have stayed
roughly the same. Similar improvements in price and performance have occurred in
other key areas of the computing industry—memory, hard disks, and CDs.

Over the years, there have been numerous speculations on the accuracy of Moore’s
Law, and in mid-1997 a number of articles in the popular press announced its demise.
But while most speculations have focused on possible under-performance by the in-
dustry, the mid-1997 articles predicted over-performance: that speed would begin to
rise at an even greater rate due to a series of key breakthroughs in chip design and man-
ufacture. At this point in time, there seems very little reason to be pessimistic about the
future of information technology.

Looking back, it is interesting to ask where all the new cycles and bytes made pos-
sible by Moore’s Law have gone; certainly, there is little evidence that every GIS appli-
cation is making 1,000 times the number of numerical calculations it was making in
1984. Instead, it seems that much of the new power has gone into areas that in 1984
would have been regarded as somewhat superficial: maintaining a graphic user inter-
face with a specific “look and feel,” supporting a connection to the network, and in gen-
eral making the system easier to use. It seems that every new version of the operating
system is friendlier and more visual, but also demands more resources. One might even
consider a corollary to Moore’s Law: that such non-essential aspects of computing will
consume a constant proportion of the increasing resources. Certainly, and despite con-
tinued concerns about the difficulties of learning about and making effective use of GIS,
the software is in general far easier to use today, and far more productive, than it was
in 1984.

The Network
It is amazing to consider that the World Wide Web (WWW), the much-hyped engine of
electronic commerce, darling of investors, haven of conspiracy theorists and pornogra-
phers, and harbinger of massive changes in our educational system, is only five years
old, and was invented only ten years ago by a physicist looking for better ways to share
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information with colleagues. Today, it is common to talk about the WWW as a vast in-
formation resource, and to suggest that we are drowning in a flood of information
partly as a consequence of its power and popularity. Certainly, the WWW is having and
will continue to have a powerful impact on the development of GIS that will continue
over the next 15 years.

Consider for a moment a comparison between the WWW and the average research
library, such as exists on my own campus. A typical research library has on the order of
106 books in its collection, each containing perhaps 105 words, which could be encoded
in perhaps 106 bytes. Thus, the text in the library might amount to on the order of 1012

bytes, or a terabyte. If we assume that the average person reads at 5 words per second,
it would take 3,000 years of reading, or 50 lifetimes, to exhaust the library’s information
resources. Of course, the volume of information in the library is increasing faster than
anyone can read, and these figures ignore everything in the library that is not text. In
short, the information in the library drowned us long ago. Perhaps it didn’t seem that
way, because the library is an ordered space of uniform shelves and rows of well-
cataloged books, whereas the WWW is a chaotic space of information that is hard to
find and may be unreliable when it is found. The library’s information has been edited,
proofread, and reviewed—it is quality information—and libraries pay collection spe-
cialists to ensure that the information in the library is accurate, meaningful, and useful.
Libraries also provide the means to find and retrieve information, in ways that are far
more sophisticated than the average WWW search engine.

If libraries are so efficient at providing information, what exactly is the function of
the WWW? I suggest that the value of the WWW lies in its power as a source of infor-
mation not found in libraries. Although the library has been an excellent mechanism for
disseminating information in the form of books, the WWW is clearly better for infor-
mation that is:

• Timely, and for which the delays in library dissemination due to the lengthy
process of writing, publication, and review (which can often take over a year)
are unacceptable.

• Hard to handle in traditional form because of problems with the basic medium
(photographs, recordings, or maps), or because of problems of cataloging, and
where digitization removes these problems.

• Not of general interest (this might include information of personal or local in-
terest), and therefore of little interest to publishers because the economics of the
publishing industry favor production in large numbers.

From this perspective, the WWW is an ideal mechanism for distribution and shar-
ing of geographic data. It solves problems of timeliness because, although much geo-
graphic information is static, it is difficult for the normal publishing mechanism to deal
with updates, corrections, and immediate need. It solves problems of handling, because
a map or image in digital form is in principle no more difficult to handle than a book or
manuscript in digital form; both are “bags of bits” to a digital network. The WWW also
helps solve the problems of cataloging geographic data, because it can process queries
about areas on the Earth’s surface, something that is very difficult with a conventional
card catalog (3). Finally, many types of geographic data fit the third criterion, because
detailed data about a local area are not likely to be of major interest in areas outside the
immediate region (4).
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In the digital world of the WWW, it is possible for anyone equipped with a simple
PC to be a publisher. Moreover, advances in geographic information technology, in-
cluding GIS and the Global Positioning System (GPS), and massive reductions in cost
have made it possible for a large number of people and agencies to begin publishing ge-
ographic information, despite the fact that much geographic information is of very lim-
ited interest. This is revolutionizing traditional arrangements for production and
dissemination, which have emphasized central production at the national level and at
public expense. Today, WWW-based projects such as the National Geospatial Data
Clearinghouse (http://www.fgdc.gov), the Alexandria Digital Library (http://alexan-
dria.ucsb.edu), and Microsoft’s Terraserver (http://www.terraserver.com) offer sub-
stantial alternatives to the traditional role of the specialized map library, providing
information that is more timely and easier to handle, and possibly of very limited
interest.

The impact of the WWW on GIS is much greater than its role as a mechanism for
dissemination, however. The WWW is an instance of client-server technology, in which
operations are divided between a local client provided by the user and a server pro-
vided by the host site. Much of the WWW’s genius lies in how operations are divided,
and in principle it is possible to make use of the WWW from a client that is extremely
simple, perhaps nothing more than a $100 add-on to a home television. In such situa-
tions, all of the serious computing is done by the server.

Take the example of geocoding, an important function in GIS applications to health
problems. Suppose I have a list of 1,000 addresses of patients, and I want to convert
them to coordinates in order to map them, or to analyze them in relation to other data.
I have two options in today’s computing world. First, I could purchase and install a GIS
on my desktop, purchase or obtain the necessary data files, enter the addresses, obtain
the coordinates, and construct the map. Alternatively, however, I could send the ad-
dresses to a WWW site that offers geocoding services, receive the results, and perhaps
send them to another site that offers mapping services. The example illustrates the in-
creasingly important distinction between GISystems, as they have been understood for
the past two decades, and GIServices, an important and growing area of the WWW.
Today, simple GIServices are typically free, financed by advertising revenues. The
Mapquest site (http://www.mapquest.com) is an excellent example. Others are more
complex, accurate, and timely, and these are services the user should expect to pay for,
by providing a credit card or some other straightforward method of electronic payment.
Günther and Müller (5) provide an interesting overview of this rapidly developing area
of electronic commerce.

How far will GIServices develop, and how much of GIS computing will be trans-
ferred to WWW servers? Five years ago, the question was meaningless, but today it is
critically important for the future of GIS. What does the concept of GIServices mean for
public health? Should agencies be providing GIServices for their clients, as many agen-
cies in other areas already seem to be doing? And how can a public health agency add
value to its information by providing services based on it, rather than providing the in-
formation itself in raw form?

Software
One of the effects of Moore’s Law, and the use of new computing power to build friend-
lier user interfaces, has been a vast increase in the population of computer users. In 15
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years, we have moved from an era in which computing was the preserve of a small elite
to one in which virtually everyone, from children to senior citizens, expects computing
to be accessible and able to do something useful for them in their daily lives without a
great expenditure of effort in training. The personal computer has empowered every-
one to compute, write, calculate, and make maps. Everyone today can install a GIS or
go to a WWW site and make maps, and no longer is mapping the preserve of a few
trained cartographers. In that sense, GIS is truly destroying cartography, though in
other senses it is breathing new life into an old and respected discipline.

Computing has put enormous power in the hands of individuals, and produced
massive changes in human behavior. So an all-important question for GIS and public
health is: How can we harness this enormous empowerment to improve public health? As
specialists, we can have much greater impact if we focus on empowering others, rather
than on the ways in which GIS helps us do our own jobs.

Trends in GIS

All of the issues discussed in the previous section derived from outside the world of
GIS, and yet will affect how GIS develops in the next few years. This section addresses
issues and trends that are more specific to GIS. Although the MSC report (2) discusses
a large number of these, I have selected four that have significance for GIS and, in par-
ticular, its applications in public health.

New Data

Over the next few years, a number of new data sources will be coming online with po-
tential for GIS and public health, and it is important that we take advantage of these op-
portunities as effectively as possible. First, a new generation of satellites will be
producing imagery with a resolution of 1 meter. Remote sensing has already proven
useful for detecting conditions of importance to public health, such as breeding areas
for disease vectors, but this improvement in spatial resolution will create a host of new
opportunities for mapping and monitoring conditions that can only be detected at this
level of detail. Many indicators of housing quality become visible, for example, as do
other socioeconomic variables such as new housing and other indicators of population.

The GPS is also continuing to have impact on data availability. The development of
kinematic GPS and its use in vehicles has already reduced the cost of mapping streets
by an order of magnitude. Other types of data may make it possible to develop better
indicators of lifetime exposure to environmental risk, and new types of census data may
make it possible to maintain much more current perspectives on demographic and
socioeconomic conditions than is possible with the current decennial system.

New Software

Within the GIS software industry there is a strong interest in achieving interoperability
through the adoption of open standards that allow systems developed by different
companies to work together without operator retraining or data reformatting. The
Open GIS Consortium (http://www.opengis.org) has spearheaded much of this
interest, and has developed a number of critically important specifications. It is already
possible to operate GIS within Microsoft’s Excel, and to open statistical analysis
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packages without leaving ArcView (ESRI, Redlands, CA), and the indications are that
this trend to interoperability will accelerate in the next few years.

One of the benefits of such open specifications is that GIS becomes easier to learn
and use, because open specifications require that every vendor adopt the same termi-
nology, or make it possible for someone using another vendor’s terminology to use a
system without retraining. Open systems inevitably lead to more focus on principles,
and less on the details and idiosyncrasies of specific systems. Perhaps surprisingly, in
the future, there should be less to learn about GIS.

New GIS-Aware Generations

Thus far, much of the leadership in GIS education has come from the four-year univer-
sities, and the majority of courses have been offered at the upper-division or graduate
levels. Increasingly, however, the education community has begun to address the needs
of other sectors, including non-traditional students who are unable to enter full-time
college programs. Distance learning is now well established in GIS through such pro-
grams as UNIGIS International (http://www.unigis.org) and ESRI’s Virtual Campus
(http://www.esri.com). Many community colleges now offer GIS programs, and there
are several sources of instructional materials on GIS for this sector (see, for example,
http://www.ncgia.org/education/ed.html). GIS is being offered in high schools, and
there is interest in exploring its use in elementary schools: imagine, for example, being
introduced to the concept of measurement not by using a thermometer to measure tem-
perature, but by using a GPS receiver to measure latitude and longitude.

Over the next decade, the GIS and public health community can expect a much
higher level of GIS awareness in its new recruits, and much greater accessibility to GIS
functions and expertise.

New Hardware

We have grown used to the idea of computing on a desk, either in the office or at home;
for years, computers have been tied to sources of power, and now to Internet connec-
tions that only exist where there are phone lines. But it is now possible to compute with
full desktop functionality using a portable laptop operating on batteries, and downsiz-
ing in the industry is now making it possible to compute on palmtop computers and in
vehicles. Moreover, the growth of the wireless communication industry has made it
possible to connect from anywhere, and we are rapidly entering the world of mobile,
ubiquitous computing, in which location is no longer constrained. We can download
data into the field, and upload field-collected data to the Internet or to the office.

Field computing is likely to make a major impact on public health, since it will per-
mit a range of new and exciting opportunities:

• The ability to analyze information as it is collected, rather than later, when the
field worker returns to the office.

• The ability to download patient records and other background information to
onsite interviews.

• The ability to manage emergencies in the field, on site, and yet have full access
to the background information that is needed for effective decision-making.
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Strategies for GIS and Health

Given these trends, what can we as a community do to advance the use of GIS in solv-
ing public health problems, and to improve public health using these remarkable tech-
nologies? I would like to make six suggestions.

Education

First, I suggest that we have to do more to prepare the next generation of public health
professionals for GIS, and to raise the awareness of the current generation, much of
which was educated before the advent of GIS. We can do this by promoting instruction
in GIS in public health schools and by developing partnerships in education with other
disciplines that already have well-developed GIS programs: geography, computer
science, and geomatics, to name a few. We can promote instruction in GIS at all levels
of the education system, with workshops for teachers on GIS applications in public
health. We can provide similar opportunities for professionals, through informal edu-
cation, part-time education, distance learning, the WWW, and workshops at confer-
ences like this.

Research

Second, I suggest there are specific research issues that, if addressed, can improve the
use of GIS in public health. Public health applications often require a local focus and the
use of local data at the individual level rather than the highly aggregated data that have
characterized many previous applications of GIS. They often require an approach that
is exploratory, visual, and intuitive. (Anselin [6] has made an excellent review of ex-
ploratory spatial data analysis in GIS.) Much health information is uncertain, incom-
plete, or inaccurate (see, for example, the chapters on data quality in the recent
compendium by Longley et al. [7]), and analysis often must be conducted at multiple
levels of aggregation.

Data

The WWW is a wonderful resource, but it is not by itself the solution to the need for
data in GIS public health applications. Effective searching over the WWW requires the
creation of catalog information—metadata, in the language of GIS data access—to en-
able users to find data more easily and, once they find it, to assess the fitness of data for
a given application (3). The National Geospatial Data Clearinghouse is a very effective
mechanism for finding data at the national level, but similar efforts need to be pro-
moted at state and local levels, and with the specific needs of public health in mind.

Hardware

Advances in GIS have always relied on advances in hardware generally, and tools like
the plotter and the tablet digitizer have given the field very effective boosts in the past.
Wireless communication and portable devices seem set to provide comparable oppor-
tunities in the future, and there will be other advances we have not even thought about.
We need to watch for new opportunities in information technology, and think about
how they can improve applications of GIS to public health problems.

STRATEGIES FOR GIS AND PUBLIC HEALTH 69



Software

GIS is a huge application of information technology, responsible for perhaps $10 billion
annually in the United States. Public health is one of many applications of GIS; for GIS
vendors, it represents a niche market that may grow into a very significant proportion
of the overall market, but as yet is relatively small. One GIS size may not fit all appli-
cations, and it is already clear that public health applications present particular needs.
We need to promote the development of specialized GIS for public health, and to en-
courage small software developers who may be able to flourish in this niche to provide
add-ons to general-purpose software and systems.

Communication

I noted at the beginning that the potential community of people interested in GIS ap-
plications in public health was much larger than this conference, perhaps by two orders
of magnitude. We need to find ways to reach that wider audience, and a single national
conference cannot possibly do that, given the restrictions on travel that most public
health workers face. Too many public health workers see GIS as one of many interest-
ing areas competing for their attention, and conferences like this are at best forums for
discussion among national-level agencies and specialists (only 15% of the participants
are from state agencies and only 15% are from local agencies, though these figures bear
no relationship to the real sizes of these sectors). The solution, it seems to me, is to pro-
mote regional and local conferences and workshops in addition to this national forum,
perhaps through existing state- and regional-level GIS conferences and organizations,
and local chapters of national organizations such as the Urban and Regional
Information Systems Association. We should encourage the development of specific
public health tracks at these conferences, and also make use of other mechanisms like
Chuck Croner’s excellent GIS newsletter. (To subscribe to or receive a copy of Public
Health GIS News and Information, a free bimonthly e-mail report, contact Dr. Charles
Croner at cmc2@cdc.gov, or call 301-436-7904, ext. 146.)

The Whole Body Metaphor

I would like to conclude with a point that is somewhat abstract, but nevertheless seems
important and an appropriate point with which to end. Metaphors seem particularly
useful in trying to address the future, because they allow us to reason and obtain insight
through parallels with other fields and concepts. An interesting concept in cognitive
psychology is the idea that we learn about the world in childhood by extending
concepts from our bodies to our surroundings. Linguists might offer evidence of this
in language: “the head of the lake,” “the finger lakes,” or “the heart of Dixie,” while
Lakoff (8) has suggested that it is one basis for reasoning about space (and see Mark and
Frank [9]).

I suggest that the relationship between GIS and the world is somewhat like the re-
lationship between medical imaging and the human body; a state-of-the-environment
report is rather like an individual medical checkup, a report on the state of the geo-
graphic body if you like. It is important to the individual if a part of the human body is
not working, and it is arguably equally important to society if a part of the world is in
bad health. Especially important, if media attention is anything to go by, are problems
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that are sharply focused in space and time, such as Legionnaire’s disease or the Ebola
virus.

So my suggestion is that we promote GIS as a tool for exploring the state of the na-
tion’s health, with associated diagnostics, policies, and interventions, just as we pro-
mote medical imaging as a tool for exploring individual health. The value of a
metaphor like this lies, of course, in the thoughts that it provokes: do we need, for ex-
ample, to develop a profession called “health spatial analyst” that is modeled on the
profession of radiology? And what can we learn from the profession of radiology that
can help us in imaging the geography of human health?
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GIS in a County Environmental Health Agency

Peter J Isaksen, RS,* Margaret M Blanchet, REHS, Todd W Yerkes, RS, 
Carl Osaki, RS
Seattle-King County Department of Public Health, Seattle, WA

Abstract

A geographic information system (GIS) is an effective tool that local health
departments can use in their environmental health programs to perform com-
munity health and environmental assessments, improve public access to envi-
ronmental health information, and increase department effectiveness and
efficiency. In the daily work required to protect the public’s health, environ-
mental health programs collect large sets of useful data. Most of these datasets
have a geographic component. While integral to daily environmental health
tasks, these datasets can have many additional applications, particularly as the
field of environmental health grows more assessment-oriented. The trend of
local government agencies tracking their activities with GIS offers environ-
mental health programs a unique opportunity to share information while serv-
ing the public’s interest in health and a healthy environment. Implementation
of GIS requires several components, including identification of current needs
and possible future uses; cooperation with other county agencies; manage-
ment commitment; budget allocations; and access to technical GIS staff. Some
of these components are not readily available in an environmental health pro-
gram, but can be found in other county agencies. Development of a separate
GIS for environmental health purposes is an unnecessary duplication of work.
Using GIS to merge data from multiple county agencies is an efficient way to
deliver environmental health information. To test this, a traditional environ-
mental health program management task was compared with the same task
performed using existing county GIS resources. Use of GIS resulted in in-
creased work efficiency, access to more complete information, and improved
public notification.

Keywords: environmental health programs, county health department,
hazardous waste site assessments

Environmental Health Programs

Multiple Programs and Locations
The Seattle-King County Department of Public Health (Health Department) is located
in King County, Washington, the twelfth most populous county in the United States. It
serves a population base of 1.6 million people. The Health Department has over 1,200
employees; its Environmental Health (EH) division has over 160 employees. EH con-
sists of multiple programs in areas such as food protection, living environments,
meat/poultry/rabbit/aquatic foods, drinking water, on-site septic, solid waste, site
hazard assessment, local hazardous waste management, chemical/physical hazards,
vector/nuisance control, and plumbing/gas piping inspections. Most division
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programs are administered at four regional locations and/or at a central technical
support office.

Interactions with City, County, State, and Federal Agencies to Provide the
Community with Better Access to Information

King County includes the cities of Seattle and Bellevue, plus 36 suburban cities and the
unincorporated areas of the county. EH routinely interacts with many other county
agencies including local planning agencies, building departments, and the county
Assessor’s Office. In addition, the Health Department is connected through various
grant projects and mutual environmental and health functions to the Washington State
Department of Health, the Washington State Department of Ecology (Ecology), and to
federal agencies such as the National Oceanographic and Atmospheric Administration
(NOAA) and the US Environmental Protection Agency (EPA). Numerous opportunities
exist to share information with these entities, with the Health Department involved in
the health aspects.

The Health Department—like the Assessor’s Office, the court system, the Records
and Elections Department, and the Regional Parks and Facilities Department—is a re-
gional department that provides services countywide in King County. Other county de-
partments—such as the Department of Development and Environmental Services
(DDES), which is the county building department—only have jurisdiction in the unin-
corporated areas of the county and a few contracted suburban cities. As a regional en-
tity, the Health Department provides services throughout King County, including the
cities of Seattle and Bellevue, the suburban cities, and the unincorporated parts of the
county.

These interactions put EH in a unique position to function as an intermediary for
sharing data between agencies. Local information is often more specific than state and
federal information because it is updated more frequently and is more verifiable. The
EH geographic information system (GIS) provides a logical location where various data
sources can be brought together for use in evaluating health issues, benefiting the com-
munity as a whole. This role as a central data location increases the capacity of EH to
interact more closely with other divisions within the Health Department and with other
local, state, and federal agencies. It also enables EH to provide better assessment capa-
bilities and risk communication to impacted communities.

Countywide GIS Program

Structure

Over the past seven years, several King County agencies have worked cooperatively to-
ward establishing a countywide GIS. Agencies involved include Transportation, the
Department of Natural Resources, the Office of Budget and Strategic Planning, the
Assessor’s Office, and DDES. There has been a concerted effort among these agencies
to share data on a central server and to encourage other agencies to participate in the
countywide GIS project. DDES uses GIS in conjunction with the computer permitting
software, Sierra Permits (Sierra Computer Systems, Inc., Visalia, CA), that the Health
Department currently shares with them. Both DDES and EH are in the process of
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upgrading their permit systems for Year 2000 compliance and to allow an upgrade of
the user interface to a Windows environment. 

While EH addresses public health issues, the division’s interaction with DDES cen-
ters on land development permitting issues such as plumbing, drinking water, and sep-
tic systems. Both agencies perform a good portion of work using a parcel-based system
and use much of the same geographical information to make respective agency deci-
sions. Inclusion of health data into the building permit process allows health issues to
become an integral part of the decision-making process. 

With one exception, all King County agencies use ESRI (Redlands, CA) software—
ARC/INFO and ArcView. ARC/INFO consists of digitized information that ArcView
can access (e.g., parcels, street addresses, floodplains, assessor’s maps). ArcView is a
user-friendly desktop interface and can be used to combine background geographical
information with environmental health data (e.g., permit information, septic-system
failures). Other software packages are available, although the decision to go with the
county standard seemed an obvious one.

Data Available on System

A large server holds the county GIS data files in a central location. These data files are
updated by various GIS programmers employed throughout the county. Some infor-
mation is updated in real time as the data are entered, but most data tables must be up-
dated manually by the respective agencies on a continuous basis.

Benefits of Using GIS in Environmental Health

GIS Program as Community Assessment Tool

In 1993, Washington State began implementation of the Public Health Improvement
Plan (1), which called upon local health agencies to collect and examine data to identify
trends of disease and injury; work with communities and decision-makers to target par-
ticular issues; and assure services meet community needs. Data collection and analysis
are key components of the community assessment process to be performed by local
health departments. GIS is an evaluative tool that can be used to examine these datasets
spatially. Looking at environmental health data on a map can allow identification of
trends and patterns such as failing septic systems in a particular region, an increase or
decrease in critical item restaurant violations over time, and so on. GIS can also be used
to track environmental health activities in a particular region and to provide communi-
ties with site-specific information about these activities. Certain sites may in turn be tar-
geted for specific outreach activities whose outcomes will be monitored and evaluated
over time.

Improved Communication

Being a large environmental health division with multiple programs and multiple loca-
tions, it is both important and helpful to facilitate communication within the division,
with other county agencies, and with the public. Environmental health specialists
working in one program are only generally aware of the routine activities taking place
in other programs. GIS can be used to link program information together by an address
or parcel number and to make the information available to a wide audience. It can be
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used as a management tool to evenly distribute inspection workloads and to evaluate
the effectiveness of specific programs.

GIS also provides a way to improve public access to environmental health infor-
mation. Our interaction with the public takes many forms including answering ques-
tions about a particular property, drinking-water well, or restaurant, and/or issues
affecting a particular community. GIS can assist environmental health staff in answer-
ing questions regarding the status of a particular permit or can be used as a tool to eval-
uate trends in environmental health data.

Increased Effectiveness and Efficiency

Much of the data traditionally collected in paper form on a monthly or yearly basis are
now updated automatically in the county GIS. A countywide GIS also brings together
data from multiple sources and locations. Data gathering and organization become
more efficient as information traditionally collected in duplicate (i.e., multiple data-
bases containing many of the same fields) is compiled in one central location.

Site Hazard Assessment Program

Program Overview

The Site Hazard Assessment Program (SHA) conducted by EH is grant funded by
Ecology to investigate, assess, and rank potentially contaminated hazardous waste sites
in King County. The Known or Suspected Hazardous Waste Sites List compiled by
Ecology under the Washington State Model Toxics Control Act (MTCA), which man-
dates cleanup of hazardous waste sites, contains numerous sites from several sources
within Ecology. Due to the large volume of potential sites on this statewide list, and to
the limited staff available at Ecology to conduct site investigations and assessments,
local county health departments are funded by a site hazard assessment grant from
Ecology to aid in the site ranking process.

A ranking is conducted on sites found to have levels of hazardous waste above state
MTCA limits, which set cleanup levels (2) for residential and industrial soils to protect
the air, surface, and/or groundwaters of the state. Sites are ranked according to the
Washington Ranking Method (WARM) Scoring Manual (3). The score estimates the relative
risk to the health of people and the environment from a site relative to other ranked
sites in the state. The scores range from 1 (highest relative risk) to 5 (lowest relative
risk). Sites found to have levels of hazardous wastes below MTCA cleanup levels, or
sites inappropriately listed, receive a designation of No Further Action (NFA), which
should remove the site from the list. A site may be ranked for any and/or all of three
possible exposure routes—surface water, air, and groundwater—depending on the type
of hazardous waste and its relative location in the soils and/or groundwater at the site.

Data Sources

Much of the data required to rank a hazardous waste site are geographic in nature.
Locations of wells, parks, fisheries resources, local populations and others in the vicin-
ity of the contaminated site are required to assign the overall ranking factors (see
Table 1 for a full list of data sources used for the ranking). Traditionally, data sources
required to make these determinations were found in various computer database
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printouts, printed lists, and paper maps (Table 2). The process of manually teasing the
required elements from these sources was time-consuming, repetitious, tedious, and
potentially prone to error.
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Table 1 Data Sources for Site Hazard Assessment; King County, WA

Data Sources for Site Hazard Assessment (SHA) Information Needed for SHA SHA Routes

Washington State

Model Toxics Control Act (MTCA): cleanup levels, Levels above which SHA is required SW, GW, A
risk calculations (CLARK II) update

Washington Ranking Method (WARM) Scoring Method used to assign human health SW, GW, A
Manual and/or environmental risk 

Toxicological database for use in WARM scoring Values, risks assigned by compound, SW, GW, A
chemical, etc.

Washington State Department of Health public Wells located by section, township, SW, GW
water supply listing (DWAIN) range, and # of connections by small

and large drinking water systems 
within 2 miles of site

Washington State Department of Ecology water State water rights issued for surface SW, GW
use data: Water Rights Information System (WRIS) water and wells by section, township, 

range for irrigation, industry, drinking 
water, etc. within 2 miles of site 

King County

Sierra Permits: Health and Building Department Activities of Health and Building SW, GW, A
permit system Departments related to permits, 

complaints, etc.

Sensitive area map folio for King County Nearest wetland, stream, floodplain, SW, GW, A
fisheries resource

Situs: Assessor’s Office records Parcel-related information: address, SW, GW, A
owner's name, parcel size, etc.

National

US Department of Agriculture, Soil Conservation Surficial soil types listed for western SW, GW, A
Service, WA Agricultural Station, King County half of county, not including city of 

Seattle

National Weather Service data, WA climate for Precipitation: total annual and
King County (WSU, College of Agriculture, November through April (minus SW, GW
Cooperative Extension Service) evapotranspiration)

National Oceanic and Atmospheric Administration: Maximum precipitation in tenths of SW
isopluvials of 2-yr., 24-hr. precipitation, an inch
NOAA Atlas 2, vol. IX

National census data Population within half-mile radius A

Other

Thomas Brothers map Estimated distance to nearest SW, GW, A
parks, streams, etc.

Various sewer, water company information Sewer and water service to site, SW, GW, A
presence of combined sewers for 
stormwater drainage

SW = Surface water
GW = Groundwater
A = Air
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Table 2 Data Sources for Site Hazard Assessment Prior to GIS Implementation; King County, WA

Type of Last Problems Keeping Data
Data Sources Prior to GIS Implementation Data Update Current

Washington State
Model Toxics Control Act (MTCA): cleanup Printed lists, 1996 Updated by state
levels, risk calculations (CLARK II) update regulations
Washington Ranking Method (WARM) Printed document— 1992 Updated by state
Scoring Manual some data sources
Toxicological database for use in Printed lists, 1992 Updated by state
WARM scoring tables
Washington State Department of Health Computer printout 1994 Parcel #s not included, 
Public water supply listing (DWAIN) sources are estimated on 

GIS; state has a new data
base now

Washington State Department of Ecology Computer printout 1989 Parcel #s not included, 
water use data: Water Rights Information sources are estimated on 
System (WRIS) GIS; state has a new data

base now (WRATS)
King County
Sierra Permits: Health and Building Computer permit Current New permit system being 
Department permit system system (tied to installed, current one not Y2K 

Situs) compliant
Sensitive area map folio for King County 7 types of 1990 Updated by county; existing 

sensitive areas— maps did not include drainage 
14 maps each basin boundaries (needed for 

surface water route)
Situs: Assessor’s Office records Computer data 

system (tied to Current Updated by Assessor's office
Sierra permits)

National
US Department of Agriculture, Soil 20 separate maps 1973 Entire county not on map
Conservation Service, WA Agricultural (not including 
Station, King County City of Seattle)
National Weather Service data, WA climate Map showing 1931– Data not based on enough 
for King County (WSU, College of Agriculture, weather stations, 1965 points to show differences 
Cooperative Extension Service) associated pre- data due to slopes, valleys, or 

cipitation tables other changes in geoposition
National Oceanic and Atmospheric Map of WA state 1970? NOAA working on more 
Administration: isopluvials of 2-yr., 24-hr. accurate data at this time
precipitation, NOAA Atlas 2, vol. IX
National census data From EPA 1990 Method using 1/4 of popula-

internet site tion within a one-mile radius 
of site typically underestimates
true population due to Puget 
Sound, lakes, and other non 
populated areas falling in 
sample area

Other
Thomas Brothers map 45 maps 1998 May have to work on maps 

from two different pages at once
Various sewer, water company information Must call each May require all utilities to go 

purveyor to GIS, unknown when this 
will happen



For example, state well locations were printed onto a large stack of computer paper
with locations listed by section, township, and range. To locate the wells and the pop-
ulation served within the WARM model, surface water and groundwater routes within
a two-mile radius needed to be identified. First a two-mile radius circle was drawn by
hand onto a printed diagram of representative sections, townships, and ranges. Then
the sections within the circle were listed on a sheet of paper. The wells were found by
manually going through two separate printouts, one for the Group A wells (large water
systems down to nine connections) and one for the Group B wells (smaller water sys-
tems down to two connections). The nearest well to the site would have to be located
by address and its distance to the site estimated using a published street guide or sim-
ilar map. Due to the rough method employed, some wells outside the two-mile radius
were inadvertently included, and some wells within the two-mile radius were ex-
cluded. Another problem with the dataset used was that it was last updated in 1994. An
updated report was not available with any changes or updates to the well list. In fact
the computer system that produced the report was no longer available because the state
had already upgraded to a new database system.

Data Accumulation Time 

The time required for drawing the maps, finding the wells, and writing the lists took
anywhere from about 20 to 30 minutes each. That did not include the extra time spent
finding a lost printout on a co-worker’s desk, various other interruptions, and/or prob-
lems due to starting with the wrong information.

The time to complete all required data collection for each site ranking was about
one-and-a-half to two hours (Table 3). Each site required similar repetitive tasks, al-
though not all sites were ranked, and, if ranked, some routes were not evaluated (some
sites are only ranked on the groundwater route, for example). When considering the
number of sites needing evaluation by the SHA program each year (40 or more com-
pleted each year at current staffing levels, with a backlog of 275 sites), a significant time-
savings could be achieved using GIS to compile, store, and view the data.

Current GIS Program

GIS Simulation

A demonstration of the current GIS shows the ease and quickness with which SHA-
required data can be compiled, evaluated, and presented. Once in the system, clicking
on the ArcView icon automatically opens a DDES-designed project. This project in-
cludes a parcel locator button that automatically can zoom to the site to be ranked once
the parcel number, address, owner’s name, or permit activity number has been entered.
Once the site is chosen, parameters—such as Group B wells (systems serving 2–10 con-
nections), drainage basin name, surface soil type, isopluvial level (a two-year, 24-hour
period maximum rainfall), census blocks including population, parks, fisheries re-
sources, floodplains, and sensitive areas themes—can be layered onto the view.

To estimate the population within a half-mile radius, for example, a Select By
Theme operation can be performed. The first step is to choose the parcel to be assessed
by clicking on it, or by finding it with the parcel locator button. With the Census Theme
chosen as the active theme, Select By Theme can be chosen from the Theme pull-down
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menu. A message box opens and into the first entry box, again using the pull-down
menu located there, “Are within distance of” is chosen. In the second box, Parcels is
chosen and, then, in the third box the desired distance can be chosen (2,000 feet for this
example). After clicking on the New Set button, ArcView sets to work. When finished,
the census blocks within about a half-mile will have been highlighted. By opening the
Theme Table, clicking the Promote button, clicking on the Population field heading, and
then choosing Statistics from the Field pull-down menu, the sum of the population in
the chosen census block set can be produced.

Note: We are using census blocks for this calculation.

Time Comparison
Through the use of ARC/INFO and ArcView, multiple databases can be accessed in-
stantaneously by controlling the parameters needed. The actual time required to rank
the example site using GIS was clocked at about 20 minutes. In comparison, the time re-
quired to rank the example site using traditional methods was between one to two
hours. The time saved is in accumulating the required data to perform an SHA ranking,
not to mention the fact that the GIS uses the most current data available. Using GIS also
saves time previously spent looking for missing printouts, waiting for census maps to
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Table 3 Site Hazard Assessment Data Source Time Study; King County, WA

Data Source Accumulation Time Installed on GIS?

Washington State

Washington State Department of Health public Draw map = 10 min; look through yes
water supply listing (DWAIN) printout = 10–20 min

Washington State Department of Ecology water Draw map = 10 min; look through no
use data: Water Rights Information System (WRIS) printout = 15–25 min

King County

Sierra Permits: Health and Building Department Open program, get info from yes
permit system address = 4–5 min

Sensitive area map folio for King County Check all maps = 10–20 min yes

Situs: Assessor's Office records Works with Sierra (see above) yes

National

US Department of Agriculture, Soil Conservation Find site on maps, check soil yes
Service, WA Agricultural Station, King County type = 10 min

National Weather Service data, WA climate Check map, data table = 1–2 min no
for King County

Isopluvials of 2-yr., 24-hr. precipitation; Check map = 1–2 min yes
NOAA Atlas 2, vol. IX

National census data Contact Web site, request map yes
= 10–15 min; wait 2 hours to 
overnight for map completion

Other

Thomas Brothers map Hand measure for distance = yes
2–3 min

Various sewer, water company information Phone calls, may take several no
calls to get proper info



be drawn by the EPA Web site, and other miscellaneous time spent searching the office
for the various forms, paper maps, datasets, and so on. However, all of the required
data needed for a full SHA had not been added to the GIS at the time this paper was
written. Parameters for water rights used to determine nearest surface water uses (for
drinking and irrigation uses), Group A wells (wells serving populations of 10 or more
connections), private wells, total precipitation, and evapotranspiration totals still need
to be entered onto the GIS to be of use for ranking purposes.

Conclusions

Establish Data Linkages

Use of GIS within EH provides an opportunity to establish linkages with GIS programs
already in existence. Much of the initial legwork associated with starting a GIS can be
avoided by working cooperatively with other established agency GIS. Development of
linkages is a wise use of resources wherein each agency develops databases specific to
their needs and shares these data to eliminate duplication of effort. All agencies can
make their respective decisions based on the best, updated, and most comprehensive
information available.

The ongoing tasks of updating and installing new data sources must be recognized
as a priority in the move to a fully integrated GIS. This is a necessary commitment of
each program and agency, as poor data give inaccurate results and good data accurate
results. All users of the GIS must work to integrate and upgrade their own data. Along
with enjoying the availability of all of the county’s data comes the responsibility to
share Health Department data with others in the county, as well as passing along any
changes and/or upgrades as required.

Health-Based Decision Making

Inclusion of health data in a countywide GIS provides an opportunity for health infor-
mation to be considered as a factor in broader decisions made within the county. Due
to the very nature of environmental health programs, a wide variety of data is routinely
collected. Use of these data in a GIS may facilitate agency and community access to
health information.

Community Assessment

GIS is an important tool to help in the community assessment process. It may be used
to collect, store, analyze, and communicate public health and other information to the
public. As the environmental health field becomes more community assessment ori-
ented, local agencies are exploring new ways to use their data to identify areas of need
and improve public access to information. GIS provides a way to accomplish these
needs by capitalizing on spatial elements inherent in data routinely collected.
Application of GIS within an environmental health agency can be a huge undertaking
and seem unrealistic for many local governments. The benefits, however, of using GIS
to administer routine environmental health functions can include overall department
effectiveness and efficiency.

Implementation of GIS requires an identification of needs and future uses,
commitment from management, and room in the budget to cover hardware, software,
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training, data input, data updating, and GIS-dedicated technical staff. There is a need
for at least one staff member to concentrate only on GIS data management. Trying to
keep the GIS progressing is nearly impossible while trying to keep a full-time position
workload going. Although this initial investment may seem overwhelming, the bene-
fits to the community as a whole, with the ability to map data geographically, will re-
ward the department on an ongoing basis. The key is sharing data with and between
other city, county, state, and federal agencies. By exchanging data with other agencies
and using the extensive GIS capabilities already developed by the county GIS through
DDES, the community served has gained a valuable assessment tool. The implementa-
tion of GIS has added effectiveness, efficiency, and accuracy in an affordable and sus-
tainable way.
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Disease Cluster Investigation and GIS: A New Paradigm?
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Abstract

Advances in geographic information system (GIS) and database technolo-
gies are introducing a new era of disease control and surveillance. GIS has
proven “value added” for targeting public health interventions, identifying
study cohorts, mapping disease patterns, and assessing exposures.
Nonetheless, it is not entirely clear whether GIS can advance epidemiological
science by increasing our understanding of disease etiology. As an enabling
technology, the microscope was key in elucidating relationships between
pathogens and disease, and made possible fundamental public health ad-
vances such as the eradication of smallpox. Does GIS hold equal promise? Can
GIS mislead as well as inform us? Can we formulate and test epidemiological
hypotheses using GIS? And if we can, what role do disease clustering and
other pattern-recognition techniques play? This presentation attempts to place
GIS and disease clustering techniques within the context of a systematic ap-
proach for formulating and testing epidemiological hypotheses. The elucida-
tion of relationships between disease processes and patterns is identified as an
important direction for future research.

Keywords: disease clustering, health surveillance

Introduction

Being one of the last speakers affords me a chance to reflect on the talks and discussions
of the last few days. What impresses me the most is how much progress has been made.
Three or four years ago many of us were grappling with our first geographic informa-
tion system (GIS) applications; simply creating a map of exposures and health events
justified a presentation. Here I’ve attended talks that far exceed these tentative first
steps. Topics representative of how far and fast we have come include spatial Monte
Carlo randomization methods for assessing the significance of spatial patterns, Web-
based GIS for dealing with data concurrency and data sharing, and integrated GIS sys-
tems for health surveillance and decision-making, to name a few. Indeed, we have
come far, but there are flies in the ointment.

Perhaps our biggest weakness is that GIS technology leads the science, and at such
a basic level that it determines the very questions we ask of our data. As public health
professionals we all know that time is a critical component in all epidemiological
processes. Exposure must precede disease outcomes; transmission events require con-
tact in time as well as in space; every disease has a latency period; and so on. Yet time
was given little attention in the presentations I’ve seen at this conference. Why?
Because GIS technology leads the science, and time-GIS is not yet commercially avail-
able. I think our inability to conduct true space-time queries is one of the greatest
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technological deficiencies limiting GIS in public health. It won’t be solved until true
time-GIS are available. There are other examples of GIS technology leading the science,
but I won’t go in to them now. What we need is for public health as a science to lead the
technology. This will require thinking “outside the box” on our part to identify those
epidemiologically valuable functions that are absent from GIS, and incorporation of our
input in software development. I believe this is one of the key problems limiting ad-
vances in GIS in public health.

Standing here I feel like the Pope preaching to the choir. This conference is attended
only by the converted—if you believed GIS were humbug would you be here? Probably
not. Is there anyone here who thinks GIS is humbug?1 Being surrounded by like
thinkers can be dangerous. Allow me to play the devil’s advocate as I offer some point
and counterpoint on statements and observations made over the last few days.

A Dialog with the Devil’s Advocate

One of the observations made at this conference is that “all data are spatial,” and I think
most of us would agree. However, our devil’s advocate is a classical epidemiologist,
with little or no training in spatial thought. Her counterpoint is, “So what—location is
a lousy exposure surrogate.” This counterpoint is difficult to parry when we acknowl-
edge that exposure is best measured at the level of the individual.

In the opening plenary session, one of the speakers observed that “the power of GIS
is limited only by your imagination,” and most of us nodded in agreement. The coun-
terpoint from the devil’s advocate is that “it is the expense of GIS, and not its power,
that is beyond imagination.” And in fact, we all know that establishing a GIS and its
data is resource-intensive.

My point is that as GIS enthusiasts we tend not to hear the counterpoint from the
devil’s advocate. To illustrate: consider two quotes describing different visions of GIS.
The first, from David Gerlernter, sees GIS as a powerful representation of our spatial
world, depicting the complexity of the ever-changing space in which we live:

Someday soon you will look into a computer screen and see reality. Some part
of your world—the town you live in, the company you work for, your school
system, the city hospital—will hang there in a sharp color image, abstract but
recognizable, moving subtly in a thousand places. This Mirror World you are
looking at is fed by a steady rush of new data pouring in through cables. It is
infiltrated by your own software creatures, doing your own business. (1)

This vision is the logical extension of advances now being made in GIS, including
self-organizing maps, Web-based GIS, real-time acquisition of Global Positioning
System (GPS) data, and open standards allowing access to diverse databases with ready
incorporation of “software creatures.” In short, Gerlernter envisions GIS as a powerful,
enabling technology whose potential in public health is vast and far-reaching. This is
consistent with the vision Jack Dangermond presented at lunch yesterday. Contrast this
with a second, briefer quote from Marbury, who focuses specifically on the value of GIS
in health:
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For the most part, advances in environmental epidemiology will require care-
fully designed studies of rigorously defined outcomes combined with good
measurements of personal exposure. It would be a shame to be distracted from
this effort by the availability of a new tool that affords no new insights. (2)

Marbury recognizes the conundrum facing public health workers: when deciding to
undertake one activity, we necessarily commit resources that might have been better
spent elsewhere. Such opportunity costs can be substantial for health GIS. Questions
such as “Is it wise to spend our health dollars on GIS when we could be vaccinating
children?” are powerful illustrations, but of course apply to all public health activities,
not just GIS. Here, Marbury is concerned with the opportunity cost of GIS as an epi-
demiological tool.

Ken Rothman (3) posed similar concerns regarding disease cluster investigations.
He observed that cluster investigations usually lead to negative results, are prone to
pre-selection bias (the well-known “Texas sharpshooter problem”), and compete for
scarce public health resources. These issues become increasingly important as advances
in interoperability and data acquisition make integrated health surveillance systems a
reality. Health surveillance systems combine GIS and disease clustering software, and
raise the possibility of real-time proactive disease clustering.2 Thus the question of op-
portunity costs is destined to become even more pressing: is GIS a useful epidemiolog-
ical tool, drawing on the technological cornucopia envisioned by Gerlernter, or is it
simply a convenient way of making maps, one whose applications are ultimately lim-
ited? In particular, can the combination of GIS and disease cluster statistics increase our
understanding of disease etiology? Or are health surveillance systems technologic
flashes in the pan that contribute little to our understanding of human disease?

A Vision of GIS in Public Health

My vision of GIS is of an enabling technology that may lead to fundamental advances
in our understanding of relationships between the environment and human health (see
reference 4 for more details of this vision). The approach incorporates disease cluster
statistics and other tests for spatial patterns, with the objective of generating and test-
ing epidemiological hypotheses. This paradigm is evolving, and its potential is best un-
derstood using the water drop lens as an historical analog.

In the 1600s Anton Van Leeuwenhoek glimpsed the first images of microscopic or-
ganisms using a water drop lens. These “animalcules” were a curiosity, and no one sus-
pected their role in infection and disease. Improvements in technology led to the
compound microscope, which in the 1800s enabled Pasteur and his colleagues to reveal
the link between bacteria and infection. This set the stage for major public health suc-
cesses such as the eradication of smallpox. But it was the application of the technology
in the context of a systematic approach that made scientific advances possible.

This analogy suggests that the promise of GIS in public health will not be realized
until the technology is applied using a systematic approach such as that proposed by
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Karl Popper. Using Popper’s scientific method, a theory is inferred from observed data
and falsifiable predictions are deduced from that theory. The predictions are then eval-
uated by experiment. When the prediction is falsified the theory is rejected. Theories
may be rejected, but not proven, and predictions must be falsifiable by experiment or
other means.

A related approach called “strong inference” (5) recognizes that a researcher’s
knowledge changes as a study progresses. Based on her/his current knowledge of the
system, the researcher first formulates a set of alternative hypotheses that could explain
the observed data. Systematic experiments are then designed and executed in order to
exclude false hypotheses, leaving the remaining hypotheses as the only plausible ex-
planations. During this process the researcher’s knowledge base changes, and the set of
alternative hypotheses may change too. Strong inference is thus a systematic approach
for evaluating hypotheses in an iterative fashion.

Although they are appropriate models for laboratory studies, these systematic ap-
proaches are not directly applicable to GIS studies, since they rely on designed experi-
ments. Spatial data typically are observational, and the processes under study often
occur on a long time span that precludes experimentation. In addition, spatial systems
are usually large and difficult to manipulate. This magnifies, rather than diminishes,
the need for a careful and systematic approach. Despite this, we still lack a systematic
approach to the application of GIS in public health. As Jacquez (4) pointed out, many
health studies are prone to the “Gee Whiz” effect. This is a leap of unsupported infer-
ence that begins with the construction of thematic maps. This cartographic exercise is
undertaken to visualize spatial patterns—in fact, a dramatic pattern is an important
map selection criterion (why present colleagues with a map that doesn’t illustrate one’s
point?). We are then tempted to formulate hypotheses to explain the perceived pattern.
The “Gee Whiz” fallacy results: we formulate hypotheses to explain map patterns
whose existence has not been demonstrated. Because maps are selected based solely on
visual impact, we accept patterns without first demonstrating that they are statistically
unusual; finally, hypotheses are formulated to explain patterns that may not even exist.

All of these problems can be ameliorated by making GIS part of a systematic ap-
proach that visualizes a spatial disease pattern, evaluates that pattern’s statistical sig-
nificance, and then generates falsifiable hypotheses that might explain the disease
processes giving rise to that pattern. Building on the work of Jacquez (see Figure 2.5 in
reference 4), the GeoMed project, being conducted by BioMedware and the University
of Michigan, is producing a new paradigm for the analysis of spatial disease data
(Figure 1). This paradigm is the result of a joint effort by Doctors Leah Estberg, Geoffrey
Jacquez, Andy Long, and Mark Wilson, and is detailed in a soon-to-appear joint
publication (6).

The boxes in Figure 1 labeled “Disease Data” and “Contextual Data” represent a
study’s data and setting. Disease data may be locations of cases and controls, disease
rates, or case counts. These may or may not have been standardized, and the cases
themselves may or may not have been verified, depending on the study’s context.
Contextual data define the study’s setting, as do data on the environment, covariates,
and confounders. The study’s setting includes personnel, institutional, administrative,
political, public relations, and other factors that influence how the problem is defined,
how the data are collected, how the analysis is conducted, how the results are inter-
preted, and how interventions are selected and executed.
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Disease and environmental data, and information on covariates and confounders,
are entered into the GIS, which is then used to construct a thematic map
(“Disease/Environment Map,” Figure 1) using cartographic functions such as Boolean
operations, buffering, interpolation (e.g., kriging), and related techniques (“Draw
Map”). The process of drawing a map is iterative and may involve several cycles
through collecting data, preparing them for visualization, specifying cartographic pa-
rameters, and drawing the map. These first steps leading to map generation can be
thought of as the observations in the Popperian paradigm.

Once the map is completed, the process of spatial statistical analysis begins. This
process determines whether the spatial disease patterns are statistically unusual or are
best explained as a chance aggregation (“Spatial Analysis”). The first step is visual in-
spection of the map to identify possible patterns to be statistically analyzed. Patterns of
interest typically include clusters of health events and spatial associations between dis-
ease patterns and environmental variables. Both of these questions must be evaluated
against the spatial fabric of disease correlates and confounders. For example, spatial
clustering must be evaluated relative to the geographic distribution of the at-risk pop-
ulation, because population density varies from place to place. This is where disease
cluster statistics and methods of spatial analysis come into play. Useful techniques in-
clude disease clustering methods, methods for analyzing spatial point distributions, ad-
jacency statistics for determining whether classes of areas share common borders, tests
for boundary overlap, statistics for evaluating association between two or more spatial
variables (7–10), and related techniques for analyzing spatial data. These methods
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Figure 1 Spatial analysis in public health. A systematic approach for the analysis of spatial
disease data.
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allow us to determine whether the perceived map pattern is statistically unusual and
thus warrants further investigation.

Only then can we justify inferring a theory or hypothesis to explain the spatial
relationships, and proceed to the next stage (“Inference”). If the disease pattern is not
significant we stop the analysis (“Stop”). This process of map generation and spatial
analysis is a form of exploratory spatial data analysis, rather than a more formal ap-
proach of statistical inference. Different aspects of a spatial pattern can be explored and,
hence, different statistical tests can be applied to the data. This raises issues of multiple
testing, and an experiment-wise error approach, or the Bonferroni, Simes, or Holms cor-
rections, may be needed. These techniques adjust p-values to account for repeated tests.

The decision process (“Pattern?”) is based on the researcher’s knowledge of the dis-
ease data and system under study (the contextual data), and does not proceed from the
statistical results alone. It is of course possible to have significant p-values for disease
patterns that are not of public health interest, as occasionally arises for cases of unre-
lated diseases that lack a plausible common cause or etiology. Similarly, disease pat-
terns are occasionally found to be “not significant” even when there are compelling
reasons for proceeding with the analysis.

When the map is deemed significant (e.g., when there is meaningful spatial clus-
tering of cases above and beyond the geographic variation in density of the at-risk pop-
ulation), the researcher formulates a hypothesis or set of hypotheses to explain the
spatial disease pattern (“Scientific Hypothesis”). The set of hypotheses may correspond
to a larger body of knowledge (“Theory”) describing biological mechanisms of disease
causation, progression, and propagation. This body of theory contributes to the context
in which the study is conducted. As hypotheses are evaluated and rejected, the under-
lying theory may change, giving rise to new hypotheses. This occurrence is indicated
by the double-headed arrow between “Scientific Hypothesis” and “Theory.”

Hypotheses in themselves are general statements that are not directly testable; a fal-
sifiable prediction must be deduced from the hypothesis. Our next step, therefore, is to
formulate a testable prediction, and design an experiment to test that prediction. As
with the strong inference and Popperian approaches, we have the power only to falsify
predictions and their corresponding hypotheses.

At least three kinds of experiments seem possible (“Experiment”). We may design
an epidemiological study to test a prediction describing disease occurrence in popula-
tions. A laboratory study may be designed if the prediction describes disease progres-
sion at the organismic level. Finally, another GIS study may be used to evaluate
epidemiological predictions that involve a spatial dimension. Notice that the GIS data
used to formulate hypotheses cannot be used to test predictions that emerge from those
hypotheses. To do so would bias one toward confirming the observed pattern.

Rejection of the prediction may give rise to new hypotheses, with corresponding
changes in theory. Acceptance of the prediction may necessitate decisions and actions
based on the experimental results. For example, a finding of a significant disease clus-
ter, with a plausible environmental exposure as demonstrated by experiment, may war-
rant intervention to reduce exposure and to treat the affected population
(“Intervention”).
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The Centers for Disease Control and Prevention’s Disease Clustering
Protocol

How does the schema described above relate to the Centers for Disease Control and
Prevention (CDC) guidelines for investigating disease clusters? The CDC guidelines
(11) advocate a four-step approach consisting of initial response, cluster assessment,
major feasibility study, and finally an etiologic investigation to determine the cause of
the disease cluster (Figure 2). The purpose of this protocol is to provide a systematic re-
sponse to cluster allegations, to maintain good relationships with the community, and
finally to conserve public health resources.

Typically, alleged clusters are brought forward by concerned citizens during stage
1, initial contact and response, during which available case data are collected. Disease
cluster statistics are used in stage 2, the cluster assessment stage, primarily to determine
whether a significant spatial pattern exists. If it does, more resources may be allocated
for a feasibility study and etiologic investigation; if not, the investigation may be ter-
minated. In general, disease cluster investigations are reactive and testable hypotheses
are not formulated until stage 3, the major feasibility study. Only if the feasibility study
is successful will an etiologic investigation take place.

Both the GIS scientific method presented earlier and the CDC guidelines use dis-
ease cluster statistics to determine whether the perceived pattern is in some sense un-
usual and deserving of further explanation. The CDC guidelines are thus a special case
of the general protocol for spatial analysis in public health given in Figure 1.
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Figure 2 Disease cluster investigation protocol of the Centers for Disease Control. Modified
from Centers for Disease Control, 1990 (9).
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Conclusion

Areas in which GIS technology has made substantial and continuing contributions in-
clude exposure assessment, identifying study populations, constructing disease maps
and atlases, and disease surveillance to identify the locations of possible outbreaks.
Other areas include the geographic placement of health services. Many of these activi-
ties yield valuable results without passing through the entire flowchart shown in Figure
1. However, whenever decisions must be made, resources must be allocated, and when-
ever interventions are needed, this protocol of spatial analysis in public health should
be followed. In addition, a systematic approach such as that in Figure 1 must be
followed if we are to advance spatial epidemiology as a scientific field by evaluating
spatio-epidemiologic theories of disease spread and causation.

The approach in Figure 1 is under development in a collaborative research
arrangement between BioMedware and the University of Michigan and is subject to
modification. The most pressing need is an improved understanding of the relation-
ships between space-time disease processes and the spatial disease patterns they pro-
duce. We do not expect to find a one-to-one mapping of disease process to disease
pattern. However, given an observed spatial disease pattern, we do hope to be able to
exclude certain disease processes as causal explanations. The 1990s experienced rapid
growth in methods of spatial analysis in general and of disease cluster statistics in par-
ticular. Our arsenal of spatial analysis tools is robust and will continue to expand. In
contrast, our understanding of the relationships between human diseases and their re-
sulting spatial disease patterns is woefully inadequate. The elucidation of these rela-
tionships is the salient research need in spatial health analysis.
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Perception and Reality: GIS in Environmental Justice
through Pollution Prevention

Marion C Kinkade, Jr, MCRP (Cand)* 
GIS Coordinator, Lincoln-Lancaster County Health Department, Lincoln, NE

Abstract

Geographical information system (GIS) technology is an increasingly im-
portant tool of assessment and technical support for the Lincoln-Lancaster
County (Nebraska) Health Department (LLCHD). It is a natural extension of
the department’s assessment functions and a profound area of innovation in
public health information systems that impacts all LLCHD divisions. LLCHD
is utilizing public health applications of GIS to enhance community health as-
sessment and disease surveillance, environmental risk assessment, policy de-
velopment, program evaluation and planning, decision support, public
education, and health threat/event response. GIS has many valuable environ-
mental justice applications. Using a recently completed survey titled
Environmental Health Hazard Risks in the Minority Community, LLCHD used
ArcView software to analyze the perceptions of minority populations regard-
ing environmental risks in general and compared them with actual risks be-
lieved to be in their home or yard, neighborhood, and work or school. The
department mapped these responses and then compared them with known
environmental factors/risks from business hazardous chemical inventory
(Tier 2 sites), air pollution point sources (Title V sites), Special Waste sites, age
and condition of housing in the area (to determine the potential for asbestos or
lead-based paint), and the water system (to show where the water comes from
and how the system works). The results of this analysis depict the relation-
ships between minority community perceptions and known environmental
factors or events. This information enables LLCHD to target specific areas for
educational programs, provide a measure of need for community education
and risk prevention, better allocate public health resources, assess the effec-
tiveness of community programs, and document public health impacts of land
use planning options.

Keywords: minority, environmental justice, community perceptions

Introduction

The concept of environmental justice is relatively new, but the fact that certain neigh-
borhoods bear more than their share of environmental hazards is not. The introduction
from the Environmental Health Hazard Risks in the Minority Community Survey (1) com-
missioned by the Lincoln-Lancaster County (Nebraska) Health Department (LLCHD)
introduces the concept of environmental justice very well:

The environmental movement has long been concerned with environmental
health hazards—the health risks associated with environmental hazards.
Environmental health hazards are substances that have been linked to particu-
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lar adverse health effects. Research has generated a great deal of agreement on
the health risks posed by materials such as asbestos, lead, PCB’s, agricultural
chemicals, and smoke stack emissions.

It has been relatively recent that research has begun to focus on the level of
risk that different segments of society face. As early as the turn of the century,
people recognized that many urban health problems stemmed from the de-
graded environmental conditions found in the city—particularly the inner
city—and that the poor bore a disproportionate share of that burden (Gottlieb
1993). Minority neighborhoods sustained an even greater share of the burden,
but it was not until the 1970’s that evidence was collected that revealed the cor-
relation between poverty, race, and pollution (Kruvant 1975).

Research has shown the disproportionate risk the minority community
bears. While some ethnic communities can be identified with specific health
risks associated with traditional employment patterns, such as Hispanics and
agricultural chemicals (Traux 1990), others can be identified with geographic
distribution that targets minority communities, as in African-Americans and
landfill sites (Bullard 1990). In addition, many health risks are associated with
poverty and urban decay. Minority communities have historically been located
in the poorer and more run down neighborhoods of cities, with their propor-
tionately higher health risks associated with auto emissions, lead paint, and
hazardous waste (Gottlieb 1993).

There is a need to understand which came first, the hazard or the minority
population (Been 1994). Bullard lays the blame for environmental injustice on
racism: “[E]nvironmental inequities do not result solely from differences in so-
cial class….[R]ace interpenetrates class and creates special health and environ-
mental vulnerabilities. People of color are exposed to greater environmental
hazards in their neighborhoods and on the job than are their white counterparts
(Bullard 1993).” He points to studies that find elevated exposure levels by race,
even holding social class constant, with respect to distribution of air pollution
(Freeman 1971; Gelobter 1988), location of municipal landfills and incinerators
(Bullard 1983, 1987), abandoned toxic-waste dumps (UCCCRJ 1987; Mohai and
Bryant 1993), and lead poisoning in children (ATSDR 1988). The Commission
for Racial Justice (1987) in a comprehensive national study on the demographic
patterns associated with location of hazardous waste sites “found race to be the
most important factor (i.e., more important than income, home ownership rate,
and property value) in the location of hazardous waste sites.”

The validity of these findings and the importance of this issue have been
recognized at all levels of government. On February 11, 1994, the White House
issued an executive order requiring federal agencies to consider environmental
justice in all their actions and requiring the US Environmental Protection
Agency (EPA) to gather data and issue new regulations concerning the distri-
bution of environmental hazards (GAO 1995).

The challenge faced by our community health providers is the need for a
better understanding of the environmental health risks faced by our communi-
ties’ minority populations, the source of these risks, and how to best respond to
this threat. 
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So in 1996, LLCHD started a three-year grant project funded by the EPA. During the
first year of the grant, LLCHD created a survey instrument to survey members of the
non-white population to determine their environmental health knowledge base; their
environmental exposures at home, in the neighborhood, or at work or school; and their
knowledge, beliefs, and practices related to hazardous materials.

In the second year of the grant, LLCHD used its geographical information system
(GIS) to map the potential exposure to these populations from known contaminated
sites and permitted release sites. In the third year of the grant, the department will
use the information gained through the survey and analysis to educate the affected
populations, regulators, and permit holders about how to use the Healthy Homes
Program and the Technical Assistance Program to reduce the effects of identified
potential exposures.

In the first year of the grant, the Environmental Health Hazard Risks in the
Minority Community survey was created and a sample of the minority community was
surveyed. The survey enabled LLCHD to identify and compare minority community
pollution prevention and health risk awareness, attitudes, and behaviors with earlier
baseline data established by the LLCHD Community Pollution Prevention Assessment
project and the LLCHD Minority Behavior Risk Factor survey. The goals of the project
were to develop an environmental health knowledge base; determine perceived envi-
ronmental exposures at home and work; determine the knowledge level and identify
beliefs and practices related to hazardous materials; and obtain a basic understanding
of the pollution prevention ethic held by racial/ethnic minority groups in Lincoln.

Methods

The Environmental Health Hazard Risks in the Minority Community survey is the re-
sult of a literature review, a continuous exchange of ideas between the research team
and LLCHD staff, and feedback from members of the racial/ethnic minority groups.

The survey was developed in three languages: English, Spanish, and Vietnamese. A
large portion of the city’s minority population is recent immigrants, and language bar-
riers can pose a serious impediment to gathering data. Spanish and Vietnamese were
determined to be the languages understood by a majority of the new immigrants who
do not understand English or who speak it poorly. The pre-testing was done in all three
languages during the first week of October 1996, and revisions were made based on
feedback.

A main training session was held in mid-October 1996 at LLCHD. Overall, 28 sur-
veyors were trained to conduct face-to-face interviews. Over half (61%) of the survey-
ors were bilingual in English and in either Spanish or Vietnamese. The goal was to
complete 500 surveys with at least 100 from each racial/ethnic category. The racial/eth-
nic categories used were: American Indian, African American, Asians, and Hispanic
(which conforms to US Census categories and facilitates the comparison of these data
with US Census data and other information).

The sample population to interview was randomly selected by census blocks that
contained five or more racial/ethnic minorities. All houses in these chosen blocks were
visited and qualifying minority members interviewed. Surveys in the chosen sites were
carried out during morning, afternoon, and evening hours, and on both weekdays and
weekends.

PERCEPTION AND REALITY: GIS IN ENVIRONMENTAL JUSTICE THROUGH POLLUTION PREVENTION 95



The initial method, however, proved to be less than adequate in obtaining signifi-
cant numbers of American Indians (the minimum 100 targeted). Therefore, with the
American Indian population the “snowball technique” (requesting persons interviewed
to help locate other American Indians) and the cooperation of agencies/organizations
that service American Indians (e.g., the Indian Center) were used.

A total of 504 persons 18 years of age and older were surveyed the last week
of November 1996. One hundred and eight (108) were Native Americans, 124 were
African American, and 136 were “Other.” One hundred and thirty-nine (139)
were Hispanic, which can be of any race, but which, for the most part, fell into the Other
category.

Results

The survey reported that 78.1% of minorities in Lincoln and Lancaster County believe
that they are at the same or higher risk from environmental hazards than is the major-
ity population. In addition, 80.2% reported that the pollution from neighboring busi-
ness is either very harmful or somewhat harmful to their health. Nonetheless, it was
difficult to distinguish, based on the survey report, a specific injustice originating from
business and industry. The survey respondents reported specific hazards in the home,
neighborhood, and at work and school that were associated as much with personal,
community, and landlord behaviors as they were with business and industry behaviors.

According to the survey report, the top four environmental risk concerns in the
home were contaminated water, garbage, carbon monoxide, and tobacco smoke. The
greatest actual environmental risks in the home were reported as cockroaches, garbage,
chipping paint, and poor indoor air quality. The top four environmental risks in the
neighborhood were garbage, air pollution, contaminated water, and hazardous chemi-
cals. The top four environmental risks at work and school were hazardous chemicals,
tobacco smoke, air pollution, and asbestos.

Although the local Minority Advisory Committee (MAC) wholeheartedly agreed to
refer minority businesses and businesses in minority communities to the pollution pre-
vention technical assistance program, they also reflected a greater concern for house-
hold and community environmental health risks and endorsed approaches to reducing
these risks. They clearly did not want an exclusive focus on reducing environmental
health risks from business and industry but rather a focus on educating the minorities
themselves on environmental risks in the home and community. The MAC agreed to
and did propose activities that use the pollution prevention ethic to reduce these envi-
ronmental health risks.

The survey report also noted some important findings:

• Although there is some indication that those who consider themselves more
knowledgeable tend to also believe in the potential harm from identified haz-
ards, it is not a consistent correlation. Those who considered themselves “some-
what knowledgeable,” were apparently less knowledgeable than the “not
knowledgeable.”

• Lack of knowledge among respondents about proper hazardous material dis-
posal sites and location of these sites (along with transportation difficulties in
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getting to them) appears to be a partial but significant component of improper
hazardous waste disposal.

• Most identified potentially risky substances as a danger to their health. One
out of every four respondents believes asbestos and old car batteries are not
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Figure 1 Responses to the minority community survey in relation to the primary minority cen-
sus tracts and the evacuation zones for Tier II sites, Lincoln, NE, 1996.



harmful to their health or do not know. About one in four do not believe or do
not know that pollution from neighboring business can be harmful to their
health.

Discussion

These findings are important to understanding the environmental justice issues in
Lincoln and Lancaster County for two reasons. First, the general lack of environmental
risk knowledge in the minority community makes specific identification of risk issues
difficult. Survey results notwithstanding, at no time in this process has a minority rep-
resentative suggested to LLCHD that a specific business was presenting excessive risk,
nor has anyone indicated that they believe they were at a higher risk than the general
community.

Second, the efforts to educate the general community in environmental health and
risk identification were not effective in the minority communities. The lack of effective-
ness is, in effect, the injustice. The minority communities expressed the need to address
basic environmental education issues, specific high priority issues regarding risks in the
home and communities, business and industry practices in the neighborhood, and an
overall acceptance that pollution prevention would be the guiding set of principles to
reduce these risks.

The current process of gaining guidance in these issues from the MAC will continue
throughout this proposed grant. Also continuing will be the use of contract funds for
the minority community organizations to perform activities that support the goal of
using pollution prevention to educate the minority community and reduce environ-
mental health risks.

There were three survey questions concerning environmental hazards that LLCHD
concentrated on. The questions asked about people’s concern over environmental haz-
ards in their home or yard, neighborhood, and work or school. The environmental haz-
ards we were most concerned about were asbestos, radon, garbage, medical waste, lead
paint or dust, hazardous chemicals, contaminated water, air pollution, tobacco smoke,
or carbon monoxide. The participants were asked to pick the three about which they
were most concerned.

LLCHD was then able to analyze the responses to these questions by race, gender,
income level, census block, and age. This technique allowed the department to identify
specific areas for educational programs or comparison with known potential environ-
mental hazards. 

For example, the Asian community showed a higher than normal number of re-
sponses expressing concern about contaminated water. All people in Lincoln drink the
same water, so why was one part of the community concerned about the water and the
rest not? The conclusion was that many Asians in Lincoln are recent immigrants; be-
cause water quality was a concern in their native country, it is a concern here as well.
The solution was to take members of the Asian community to the water treatment
plant for a tour. This tour allowed them to see how the water was treated and to ask
questions.
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Applying the Results

The information gathered by census block gave the department the geographical infor-
mation needed to compare minority perceptions with data on known potential envi-
ronmental hazards. These data were from Tier II sites (businesses that house hazardous
chemicals), Title V sites (businesses that emit air pollutants), and Special Waste sites.
Using aerial photos and demographic information, LLCHD was able to analyze the
community in a way that could not be done without GIS.

LLCHD used Tier II information to compare the evacuation zones based on chem-
ical types with the residents’ concern or lack of concern about hazardous chemicals in
their neighborhood as stated in their survey responses. The North American Emergency
Response Guidebook (2) provided information on the evacuation zones for the various
chemicals stored on site at each Tier II facility. This information showed who was po-
tentially in danger if there was a chemical spill. Using symbols to represent responses
to the survey question and circular zones for the evacuation zones, the department was
able to see who was concerned or not concerned about hazardous chemicals in their
neighborhood in relation to Tier II facilities. 

With this information, LLCHD was able to identify areas of the community as foci
for the Technical Assistance Program (TAP) and the Healthy Homes Program (HHP).
These two programs provide services that will make up the activities in the third year
of the grant.

Technical Assistance Program
The first approach for reducing environmental risks uses the LLCHD TAP to provide
targeted, on-site pollution prevention opportunity assessments to businesses located
within minority communities. LLCHD has developed an innovative method for target-
ing specific businesses in minority communities. The TAP assesses the types of wastes
produced by the business, pollution prevention options available for these types of
wastes, level of outreach previously conducted, and the relative risk posed to the mi-
nority community from the business. The TAP will maintain community involvement
in the business selection process by requesting input from minority community resi-
dents during MAC meetings. LLCHD believes that community voice is a crucial com-
ponent in identifying and prioritizing environmental health risks in a community. Once
the TAP has developed a list of potential business participants, these businesses will be
contacted for appointments to conduct on-site pollution prevention assessments.
Arrangements for translation services will be provided if necessary.

The on-site business pollution prevention assessments will serve three purposes.
They will:

• Identify pollution prevention and waste reduction opportunities that can reduce
risk to minority community residents.

• Further the effort to educate businesses about the pollution prevention waste re-
duction hierarchy.

• Propose alternative processes and technologies that result in toxicity reduction
in minority communities.

To increase the benefit to the community, the TAP will attempt to communicate with
businesses that have not participated in community meetings by:
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• Using mailings, phone inquiries, information packets, newspapers, trade associ-
ations, flyers, and brochures.

• Providing workshop presentations.
• Networking with community or private organizations that interact with the

Lancaster County business community.

Healthy Homes Program
The second approach for reducing environmental health risks for minority community
residents is via the LLCHD Healthy Homes Program (HHP). This program was estab-
lished in 1992 as a community integrated service system functioning within LLCHD.
Because the program had such a dramatic impact in the minority community, it now re-
ceives permanent funding from the Lincoln-Lancaster County Board of Health and the
Lincoln City Council.

The HHP improves and/or enhances the health of minority community residents
by providing educational outreach services to minority families. This is a one-on-one
approach that uses an HHP outreach worker to work with minorities to improve their
overall health, the health of their children, and the health of their unborn children. HHP
services include:

• Improved access to health care
• Education and parent support
• Healthy behaviors
• Proper nutrition
• Advocacy for families
• Information and referral service
• Early prenatal care
• Exercise
• Dental care and education
• Education and screening for prevention of cardiovascular disease, cancer, and

diabetes
• Cultural awareness and opportunities to learn about cultural differences
• Prevention of childhood diseases

– Immunizations
– Well child exams
– Injury prevention

In addition to providing information on the aforementioned benefits, in the third
year of the project, the HHP outreach workers will receive training in environmental
health hazards and pollution prevention concepts, methodologies, and techniques. This
will enable the HHP outreach workers to deliver the pollution prevention ethic directly
into minority communities. Teaching minority community residents about pollution
prevention will allow them to make more informed decisions about product selection,
disposal, housekeeping, and neighborhood standards. For example, teaching them the
signal words on products will facilitate choosing less toxic products for use in the home
and, therefore, minimize environmental health risks for the homeowner and the com-
munity. This knowledge empowers minority community residents to take a day-to-day
role in reducing environmental health risks using the pollution prevention ethic. More
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importantly, the HHP program encourages minority community residents to become
lifelong learners and to become aware of how environment and lifestyle changes affect
their overall well being and health. 

LLCHD believes that this activity is a logical addition to the third year of the
Minority Community Environmental Justice through Pollution Prevention project be-
cause the HHP is well established and is highly respected by the minority community.
Furthermore, LLCHD believes that sustainability is important in addressing environ-
mental health risks in the minority community. By providing the HHP outreach work-
ers with training in environmental health issues and pollution prevention principles,
this program will continue to influence and affect the lives of minority community res-
idents long after the Minority Community Environmental Justice through Pollution
Prevention project is finished.

Conclusion

The survey instrument told LLCHD about the knowledge of the minority community
in relation to environmental hazards. This information tells not only about the people’s
knowledge of environmental hazards, but also whether they are being affected or could
potentially be affected by environmental hazards in their home or yard, in their neigh-
borhood, at work, or at school. With this information, LLCHD was able to determine
whether their concerns were legitimate based on the location of the businesses in the
neighborhood, and whether the department needed to visit the businesses in the neigh-
borhood. If their concerns were not legitimate, then LLCHD would need to improve its
outreach programs or add an environmental awareness component to the Healthy
Homes program, which would educate the community.

GIS is a powerful analytical tool for identifying areas of the community for out-
reach and technical assistance. GIS gives the ability to analyze demographic informa-
tion and determine where in the community to concentrate LLCHD outreach efforts.
With the demographic information, more specific questions can be asked, like the rela-
tionship of industrial businesses to lower income populations and their potential expo-
sure to air pollutants or potential risks from hazardous chemicals. At the same time, this
information guides the Technical Assistance Program to work with businesses on pol-
lution prevention. The ability to overlay multiple layers of data, to find patterns in data
that the department has previously gathered or obtained from other agencies, gives the
department a technique for analyzing the community in a way that was otherwise im-
possible. Spatially locating businesses, community facilities, responses from surveys (if
they have addresses), and demographic information allows LLCHD to identify patterns
of disbursement quickly and relatively easily. Also, as modeling techniques become
available for use in ArcView GIS (ESRI, Redlands, CA), exposures and studies for spe-
cific populations can be done.
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Abstract

Smoke detectors are proven effective in providing early warning to occu-
pants in residential fires. We used a geographic information system (GIS) to
identify areas of greatest need to guide a community smoke detector cam-
paign in Hartford, Connecticut. Computerized fire incident data for all resi-
dential fires from 1992 to 1994 were collected from the Hartford Fire
Department. PC ArcView was used to geocode street addresses and to catego-
rize census tracts into quartiles by the frequency of house fires occurring
within them. Population, income, and housing data by census tract came from
the 1990 US census. There were 942 house fires resulting in 41 civilian injuries,
9 civilian deaths, and 282 firefighter injuries. We identified four census tracts
with the highest frequency of house fires in homes without functional smoke
detectors. In census tracts with a high frequency of house fires a large propor-
tion of those homes either had no smoke detectors or had smoke detectors that
were nonfunctioning. Several standard GIS functions were important in the
analysis and display of data. We geocoded the street address of over 900 house
fires, which allowed us to view the spatial distribution and identify high-risk
areas. Each point carried additional data on the characteristics of each fire. We
were able to group house fires by census tract and relate them to other geo-
graphic information such as population, economic, and housing data. In
November 1997, a community fire safety coalition installed more than 75 new
smoke detectors, and tested and replaced batteries for existing detectors in one
high-risk census tract. This approach is useful for other communities inter-
ested in conducting targeted smoke detector campaigns.

Keywords: injury, house fire, smoke detectors

Introduction

Each year in the United States an estimated 5,000 people die and an additional 30,000
are hospitalized due to residential fires (1). Inhalation of carbon monoxide and smoke
causes the majority of these deaths (2). Smoke detectors are proven effective in provid-
ing early warning to occupants in residential fires (3,4). Many organizations, including
local fire and health departments, conduct smoke detector promotion campaigns, often
targeting high-risk areas such as low-income neighborhoods with high proportions of
children and/or elderly residents (5). Recent studies have noted the increased use of
smoke detectors in these areas (6,7) and one program found that most homes in the
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target area already had a detector (8). The purpose of this study was to demonstrate the
usefulness of a geographic information system (GIS) in analyzing a variety of data so as
to identify areas in greatest need of a community smoke detector campaign to be run in
Hartford, Connecticut.

Methods

Computerized fire incident data for all residential fires from 1992 to 1994 were collected
from the Hartford Fire Department. Data included temporal characteristics (hour, day,
month, year), extent of flame and smoke damage, type of residence (height, construc-
tion type), injured persons, method of alarm, response time, street address, cause, room
of origin, and smoke detector use (present and working; present and not working; not
present; unknown). PC ArcView (a GIS computer program) was used to geocode street
addresses and to categorize census tracts into quartiles by the frequency of house fires
occurring within them.

The street addresses of schools, firehouses, community centers, and churches were
obtained from a standard telephone directory for Hartford, and were geocoded.
Population, income, and housing data by census tract came from the 1990 US census.

Results

There were 942 house fires resulting in 41 civilian injuries, 9 civilian deaths, and 282
firefighter injuries. House fires were more likely to occur in more densely populated
census tracts (Figure 1). Figure 2 identifies four census tracts with the highest frequency
of house fires in homes without smoke detectors. Figure 3 identifies one of the census
tracts with the highest frequency of house fires in homes with smoke detectors present
but not working. Finally, Figure 4 identifies the location of potential collaborators in a
smoke detector promotion campaign within this census tract.

On November 22, 1997, 35 volunteers from across the state gathered at Fire Station
House #7 in the north end of Hartford to install smoke detectors in Project Get Alarmed.
More than 75 smoke detectors were distributed door to door by firefighters, police offi-
cers, teenage volunteers from Explorer posts of both departments, as well as volunteers
from Connecticut Children’s Medical Center and Connecticut SAFEKIDS. Depending
on families’ needs, volunteers tested detectors, replaced batteries, or installed new
smoke detectors. Along with the families that were affected directly, numerous people
were reached through the extensive media coverage the event gained that day. Similar
activities are scheduled to reach the other high-risk areas within the city. 

Discussion

Interrelated approaches including control of ignition sources, early warning and mini-
mizing losses during fires, and provision of care after fires are required for the reduc-
tion of injuries from house fires. Smoke detectors and home sprinklers are proven
strategies for early warning and rapid suppression of residential fires, but they have not
been universally adopted. Approximately 80% of fire-related deaths occur in homes
without working smoke detectors (9).

The results of our project indicate that in census tracts with a high frequency of
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house fires, a large proportion of those homes either had no smoke detectors or had
smoke detectors that were nonfunctioning (presumably because of an absent or dead
battery). Several standard GIS functions were important in the analysis and display of
data. For example, we were able to quickly and easily geocode the street addresses of
over 900 house fires, which allowed us to view the spatial distribution and identify
high-risk areas. Each point on the map (indicating where the house fire occurred) car-
ried additional data on the characteristics of each fire. Another GIS function performed
easily was the grouping of house fires by census tracts and relating them to other geo-
graphic information such as population, economic, and housing data. Finally, we were
able to show specific geographic areas in need of new smoke detectors and/or battery
replacements, as well as the location of fire department stations, community agencies,
churches, and schools that can be recruited to participate in a fire safety campaign. This
approach is useful for other high-risk communities interested in conducting smoke de-
tector campaigns.
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Figure 1 Residential fires, 1992–1994 (n=942), and population density by census tract,
Hartford, CT.



References

1. Karter MJ. 1994. Fire loss in the United States in 1993. National Fire Protection Association Journal
88:57–65.

2. Baker SP, O’Neill B, Ginsburg MJ, Li G. 1992. The injury fact book. 2nd Ed. New York: Oxford
University Press. 161–73.

3. Runyan CW, Bangdiwala SI, Linzer MA, Sacks JJ, Butt J. 1992. Risk factors for fatal residential
fires. New England Journal of Medicine 327:859–63.

4. Mallonee S, Istre G, Rosenburg M, Reddish-Douglas M, Jordan F, Silverstein P, Tunell W. 1996.
Surveillance and prevention of residential-fire injuries. New England Journal of Medicine
335:27–31.

5. Gorman RL, Charney E, Holtzman NA, Roberts KB. 1985. A successful city-wide smoke de-
tector giveaway program. Pediatrics 75:14–18.

6. Gallagher SS, Hunter P, Guyer B. 1985. A home injury prevention program for children.
Pediatric Clinics of North America 32:95–112.

7. Shaw KN, McCormick MC, Kustra SL, Ruddy RM, Casey RD. 1988. Correlates of reported
smoke detector usage in an inner-city population: participants in a smoke detector give-away
program. American Journal of Public Health 78(6):650–3.

106 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE

Figure 2 Residential fires, smoke detectors not present (n=286), by frequency and census
tract, Hartford, CT.



USING A GIS TO GUIDE A COMMUNITY-BASED SMOKE DETECTOR CAMPAIGN 107

Figure 3 Residential fires, smoke detectors present but not working (n=151), by frequency
and census tract, Hartford, CT.

Figure 4 Potential collaborators for a targeted smoke detector campaign, census tract 10.
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Abstract

This study applies the spatial statistical technique, kriging, to the estima-
tion of benthic invertebrate community ecological parameters associated with
ecological risks from hazardous contamination in harbor sediments. The types
of ecological risk assessment used in the US Navy’s Installation Restoration
program for cleaning up sites contaminated with hazardous substances are de-
scribed. Benthic invertebrate community data from contaminated harbor sed-
iments at a California Navy base are presented as an example of ecological
community data being used in ecological risk assessment of harbor sediments.
The ecological community parameters in the dataset include abundance, di-
versity, number of species, dominance, evenness, and biomass. The kriging of
the benthic ecological community data from the example harbor shows that
the total number of sampling stations initially planned may be reduced by 10%
without compromising the characterization of the benthic ecological commu-
nity. Kriging can be a very effective statistical method for limiting the number
of samples needed to spatially characterize hotspots while still insuring ade-
quate data quality. Maps of the spatial error variance of a parameter’s sample
data—the error of estimation—may be used to place additional sampling
points or to minimize the number of additional samples needed at a site.

Keywords: kriging, ecological, risk

Introduction

Kriging is a geostatistical method of spatial data interpolation that can be used to limit
the number of samples in eco-risk assessments. In 1963 G Matheron named kriging
after DG Krige, a South African mining engineer who used the technique to more ac-
curately predict the extent of gold deposits. Kriging is an interpolation method that op-
timally predicts data values by using data taken at known nearby locations. It can be
either two- or three-dimensional. For this paper, ecological data from harbor surface
sediments, considered a two-dimensional surface, were kriged.

Kriging is a set of linear regression routines that minimizes estimation variance
from a predefined covariance model (1). It is based on the assumption that the param-
eter being interpolated at a site is a regionalized variable. A regionalized variable varies
in a continuous manner spatially so that data values from points nearer to one another
are better correlated. Data values from widely separated points are statistically inde-
pendent in kriging.

Estimates of chemical or biological parameters and their associated variances can
be predicted at each node of a grid by a kriging model. New proposed sampling
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locations can be added to a dataset and the reduction in kriging variance can be esti-
mated at each location. The resulting maps of kriging variance with the proposed ad-
ditional sampling locations can then be used to limit the number of suggested new
sampling sites. Only those resulting in significant variance reduction would qualify as
actual sampling locations. Alternative new sampling designs can also be assessed with
kriging to determine the greatest benefit for the cost of additional sampling sites.

The data from the example harbor in this paper were kriged using the US
Department of Defense’s Groundwater Modeling System (GMS) package (1). Kriging
software is also available in other geostatistics packages, such as Surfer for Windows:
Contour and 3-D Surface Mapping (Golden Software, Inc., Golden, CO) and MGE
Kriging Modeler (Intergraph Corporation, Huntsville, AL).

Steps in Ecological Risk Assessment

Ecological and human health risk assessments are integral to the scientific investigation
of sites contaminated by toxic chemicals. The US Navy conducts cleanups of toxic
chemicals found at sites on Navy or Marine bases through its Installation Restoration
(IR) program, the Navy’s version of Superfund. Evaluation of an IR site includes five
steps: scoping, screening, baseline, effectiveness (confirmation sampling), and monitor-
ing eco-risk assessments. Resampling or taking additional spatial samples for hotspot
delineation can be very expensive; at Navy and Marine bases, for example, each sam-
pling event of harbor sediments for eco-risk assessments can cost over $1 million.
Kriging can reduce the need for resampling if it is used to systematically organize all
stages of the assessment effort to reduce spatial error variance at a site. Kriging can also
be used to limit the number of sampling stations needed to delineate hotspots.

Data Quality Objectives

Ecological risk assessment follows the seven-step Data Quality Objectives (DQOs)
process, as do all sampling investigations in the Navy’s IR program. The seven steps in
the DQO process are:

1. State the problem
2. Identify the decision
3. Identify inputs to the decision
4. Define the study boundaries
5. Develop a decision rule
6. Specify tolerable limits on decision errors
7. Optimize the design

Kriging should be used to plan the tolerable limits on decision errors in step 6 of
the DQO process. The use of error variance maps generated by the kriging of data can
reduce the error of spatial estimation in studies such as the one profiled here. The proj-
ect team has to agree upon the amount of tolerable spatial error of estimation in step 6
before the investigation proceeds to step 7, where the sampling design is optimized. A
major consideration in this decision is the cost of sampling. Although kriging may
indicate that a certain number of locations should be sampled, it may not be possible to
pay for the optimal number of samples in a project. In addition to error from the spatial
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variation in data values, other sources of error variance in studies of ecological data are
the regular variance about the mean value of the data itself, temporal variation, and
error in the reported data from lab tests. In the case of harbor sediments, the temporal
variation in the ecological data is due to the movement of sediment and biological
changes in response to changing site conditions.

DQO step 7 includes four substeps (2):

1. Review DQO outputs and existing environmental data.
2. Develop general data design alternatives.
3. Formulate the mathematical expressions needed to solve the design problem for

each data collection design alternative.
4. Develop and document the sampling strategy.

Kriging can be used in substeps 2, 3, and 4. In substep 2, kriging is useful as a statisti-
cal method to determine the appropriate number of samples. In substep 3, it can be
used as a statistical model and, in substep 4, to decide on the locations of the sampling
stations delineated.

Data and Example Study Areas

The study area for this application of kriging to an eco-risk assessment was a 0.738 acre
harbor at a California Navy base. The harbor is approximately 4,500 feet by a maximum
of 8,200 feet across (0.85 by 1.55 miles), with an average water depth of 45 feet. The sed-
iments contained a wide range of grain sizes, but they were about 65% fines, meaning
the particles were smaller than 62.5 µm in diameter. The sediment in the area near the
basin entrance on the east side contained a high percentage of sand-sized particles.

The study included 32 open harbor sampling sites. Only open water sampling sta-
tions were included in this analysis. Although samples were also collected from under-
neath piers around the sides of the example basin, these areas are considered a different
ecosystem than the open harbor and the samples were not included in the analysis.
Sample volumes of 0.006 m3 were obtained using a Teflon corer inserted into a box core
surface sediment sample from the harbor bottom. 

This study used a triad approach to eco-risk assessment of the harbor sediments.
The first two components of the triad were chemical contaminant concentrations and
bioassay results, including bioaccumulation tests from sediment samples. Some of the
hazardous contaminant chemicals found above background concentrations in the ex-
ample harbor included the metals arsenic, beryllium, cadmium, total chromium,
copper, lead, mercury, nickel, silver, and zinc; sulfide; polynuclear aromatic hydrocar-
bons (PAHs); polychlorinated biphenyls (PCBs) such as Arochlor 1260; and total
4,4’-dichloro-diphenyl-trichloroethane (DDT).

Benthic community data was the third major component of the triad approach. The
benthic community found in the open areas of the harbor was dominated by five poly-
chaetes: Monticellina tesselata, Cossura sp. A, Aphelochaeta multifilis Type 2, Chaetozone co-
rona, and Paraprionospio pinnata. The polychaete, Pseudopolydora paucibranchiata, and the
crustacean, Amphideutopus oculatus, were also abundant at several sampling sites in the
open harbor.

The benthic invertebrate ecological community parameters calculated from the sed-
iment samples included abundance, the Shannon-Weiner diversity index, evenness,
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Margalef species richness, dominance, and biomass. Abundance was reported as the
total number of individual specimens collected in each sample. The Shannon-Weiner
species diversity index was calculated as:

H = –Σ (pi )(ln pi ) (1)

where H is the Shannon-Weiner diversity index, s is the number of species, and pi is the
proportion of the total sample belonging to the ith species, the abundance of species
i/total abundance. Evenness was computed as:

Evenness = (Shannon-Weiner species diversity index H)/ln(number of species) (2)

Margalef’s species richness was defined as:

Margalef’s species richness = (number of species – 1)/ln(total abundance) (3)

Dominance was calculated as the number of species accounting for 75% of the total
abundance. Biomass was the wet weight in grams of all organisms found in a sample
(g/[0.006 m3]).

Variograms

In ordinary kriging, a variogram is first constructed using the dataset from a site. A var-
iogram consists of two parts: an experimental variogram based on the data, and a
model variogram. An experimental variogram is constructed by first calculating the
variance of each point in a dataset with respect to each of the other points. The experi-
mental variogram consists of the plotted variances versus the distance between each
data point at the site. The variance is typically computed as one-half the difference in a
data value squared. Several types of experimental variograms can be selected in the
GMS software (1).

The following semivariogram equation was used to calculate the variance, γ(h), as
a function of the distance, h, between data points, for the experimental variogram for
this study:

γ(h) = (1/2n) Σ (fl i– f2 i )2 (4)

where n is the number of pairs of points whose separation distance falls within the lag
interval and f1i and f2i are the data values at the head and tail of each pair of points (1).
In computing the experimental variogram, it is impractical to plot a variance for each
data point with respect to every other value in the dataset. Therefore, the variances are
averaged for all the data points in donut-shaped areas around each data point called
lags and plotted on the experimental variogram. The distance between the edges of each
adjacent lag area is called the unit separation distance (1). Ten lags, the number normally
used, was chosen as the number of lags for the kriging of the ecological data in this
study. Thus, only ten points are shown on the experimental variogram (Figure 1), cor-
responding to the average variances in ten lag areas.

The model variogram is a curved line through the experimental variogram points.
It represents a simple mathematical function modeling the trend in the points of the ex-
perimental variogram. In the GMS package, spherical, exponential, Gaussian, and
power model equations can be used to fit a model variogram line to the experimental
variogram points. A spherical model equation resulted in a line closely matching that
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of the benthic community variance data points on the experimental variogram, and it
was used for the model variogram in this study:

γ(h) = c [1.5(h/a) – 0.5(h/a)3]
if h/a ≤ a (5)

where γ(h) is the variance as a function of distance h, a is the range, and c is the contri-
bution or sill.

On a model variogram, a nugget is a minimum variance—the point where the
model variogram line intercepts the y axis. The sill is the upper flat part of the model
variogram line where the variances of far data points have no correlation to the distance
from the other data points. The range represents the distance at which there is no longer
a correlation between data points (1).

Some datasets exhibit anisotropy, meaning the correlation between data points
changes with the direction set through the dataset. For isotropic data, the azimuth angle
has little effect on the resulting experimental variogram. The benthic ecological com-
munity dataset used for this paper was assumed to be isotropic and the azimuth angle
was set at zero degrees.

Estimation Error Variance Maps

The variogram in kriging can be used to calculate the expected error of estimation at
each target interpolation point because the estimation error is a function of the distance
to surrounding data points. The estimation variance can be represented as:

s2
ε = w1 (S(d1p) + w2S(d2p) + w3S(d3p) + λ (6)

An estimation standard deviation can also be calculated by taking the square root
of the estimation variance. In the kriging module of GMS, a contour map of estimation
variance can be generated for a mesh or grid at a site by selecting a simple option but-
ton in kriging options.
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Figure 1 Variogram for benthic invertebrate total abundance in the example harbor.



Data Interpolation

The basic equation used in ordinary kriging is:

F(x,y) = Σ wifi (7)

where n is the number of data points in the set, fi are the values of the data points, and
wi are weights assigned to each data point (1). The weights used in kriging are from the
model variogram. To interpolate at a point P, for example, using surrounding points P1,
P2, and P3 , the weights w1, w2 , and w3 must be found. The weights are found through
the solution of the simultaneous equations:

w1S(d11) + w2S(d12) + w3S(d13) = S(d1p) (8)

w1S(d12) + w2S(d22) + w3S(d23) = S(d2p) (9)

w1S(d13) + w2S(d23) + w3S(d33) = S(d3p) (10)

where S(dij) would be a value from the model variogram evaluated at a distance equal
to the distance between points i and j. Because it is necessary that the weights sum to
one, a fourth equation is added:

w1 + w2 + w3 = 1.0 (11)

Because there are now four equations and three unknowns, a slack variable, λ, is added
to the equation set:

w1S(d11) + w2S(d12) + w3S(d13) + λ = S(d1p) (12)

w1S(d12) + w2S(d22) + w3S(d23) + λ = S(d2p) (13)

w1S(d13) + w2S(d23) + w3S(d33) + λ = S(d3p) (14)

w1 + w2 + w3 = 1.0 (15)

These equations are solved for the weights w1, w2, and w3. The f value of the interpola-
tion point is then calculated as:

fp = w1f1 + w2f2 + w3f3 (16)

The expected estimation error is minimized in a least squares sense in kriging by using
the variogram to compute the weights (1). For this reason, kriging is said to produce the
best linear unbiased estimate. In most mapping software manuals, kriging is recom-
mended as the best interpolation method.

Results of Interpolated Data and Variance Mapping

Maps of isopleths for total abundance and other community parameters for benthic in-
vertebrates were computed using the kriging interpolation equations. The maps were
first computed and printed for all 32 original sampling stations in the harbor. Figure 2,
for example, illustrates isopleths of benthic invertebrate total abundance for all the
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sampling stations. An estimation error variance map was also computed for each pa-
rameter at each station; Figure 3 shows the estimation error variance for total abundance.

Four, and later eight, sampling stations were then removed from the dataset. The
eliminated sites were those located nearest to other stations. The purpose of computing
interpolated isopleths and estimation error variance maps for datasets with reduced
numbers of sampling stations was to see if the isopleths would stay the same or change
with fewer sampling stations. Maps of isopleths for total abundance and the other eco-
logical community parameters were then produced using kriging interpolation for re-
duced datasets with 28 and 24 sampling stations. Figure 4 shows the resulting
interpolated isopleths for total abundance for 28 sampling stations. Estimation error
variance maps were also computed using 28 and 24 sampling stations.

Conclusions

The positions of the isopleths of the predicted values of total abundance changed very
little when four sampling stations were removed from the original dataset (Figures 2
and 4). The positions of the interpolated isopleths did change, however, when the num-
ber of stations was reduced from 32 to 24. The positions of the estimation error variance
isopleths on maps changed very little when the number of sampling stations was re-
duced to either 28 or 24 stations. Because the number and position of original sampling
stations were arrived at by the best collective judgement of the IR team, it is likely that
10% fewer sampling stations could be used to collect benthic ecological community
data for eco-risk assessments of harbor sediments at this site. For a harbor the size of
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Figure 2 Kriged isopleths for benthic invertebrate total abundance for the original 32 sampling
stations in the example harbor.
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Figure 3 Kriged isopleths for benthic invertebrate total abundance with the number of sam-
pling stations reduced to 28 in the example harbor.

Figure 4 Estimation error variance map for benthic invertebrate total abundance for the origi-
nal 32 sampling stations in the example harbor.



the one in this study, collecting 10% fewer benthic community samples could result in
savings of between $100,000 and $250,000 in 1998 dollars through the three to five major
stages of an eco-risk assessment.

Using 28 sampling stations as the number necessary to characterize the spatial dis-
tribution of benthic ecological community parameters in a harbor the size of the exam-
ple harbor, one sampling station is needed per 1,147,995 square feet of sediment. This
represents an area 1,071 feet on a side to adequately characterize benthic ecological
community parameters. This is probably a larger area of harbor bottom per sampling
station than was previously thought adequate to characterize benthic ecology.

Hotspot Definition

Kriging could save the government millions of dollars in sampling costs by reducing
the number of samples collected to define the volumes of hotspots—small areas with
high contaminate concentrations. Before remediating a hotspot, contractors have been
intuitively collecting samples from hundreds of sampling stations to avoid remediating
too much soil or sediment and to avoid missing contamination. Using kriging estima-
tion error variance maps to plan the locations of sampling stations in areas with the
most estimation variance could reduce the number of stations needed to characterize
hotspots. Isopleths of contamination on maps of hotspots could be more accurately pre-
dicted by using kriging interpolation.

Recommendations

Kriging should be included in DQO planning for eco-risk assessments of harbor sedi-
ments. Through each successive stage of an eco-risk assessment, an effort should be
made to build a database by placing sampling station locations in a consistent grid pat-
tern. Kriging estimation error variance maps of preliminary data should be used to plan
the size of the grid and optimally place sampling station locations in the areas with the
most estimation error variance. The location of each sampling station should be placed
randomly inside each grid cell. As additional sampling is planned through the stages of
an eco-risk assessment, new stations should always be placed in the areas with the most
estimation error variance. Kriging estimation error variance maps and interpolated iso-
pleths of data should be used to plan sampling and define the shape of hotspots.
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Abstract

Recent emphasis on streamlined government and health care reform en-
courages community leaders to search for innovative ways to effectively man-
age their regions of responsibility. Gradually, geographic information system
(GIS) technology is becoming a recognizable tool in the public health commu-
nity for uses from intervention strategies to health care reform. One advantage
of implementing GIS is that it can geographically locate personal health data
through a geocoding process and allow examination of their spatial patterns.
Georeferencing personal health data will greatly enhance decisions made by
public health officials; however, it complicates the burden of protecting per-
sonal rights to confidentiality. One solution to the dilemma is to aggregate per-
sonal identities to a group of data where no identity will be revealed. This
paper describes how this process was used to geocode vital health records and
aggregate them to the census tract level. Data aggregation was accomplished
through the Vital Health and Census Data Integration System (VHCDIS), an
ARC/INFO-based GIS automation system. The primary objectives for the
process were to promote personal privacy, automate health data aggregation
of georeferenced vital records data, and improve national access to spatial
health information.

Keywords: geocoding, vital health, automation, census data

Introduction

For centuries, health researchers have been using spatial locations, boundaries, and re-
gions to determine the quality, quantity, and migration of epidemics. Overlaying quan-
titative graphics upon a map enables the viewer to realize potential information in an
extremely clear manner. For example, the famous 1854 London cholera study con-
ducted by Dr. John Snow has been hailed as the geographic benchmark for using maps
in epidemiological studies.

Currently, the South Carolina Department of Health and Environmental Control
(SCDHEC), Division of Biostatistics, presents spatial health information on the county
level. County level data provide a wealth of information. At this macro scale, however,
it is difficult for local health officials to adequately identify, analyze, and monitor health
problems at a micro scale or community level. Hence, in 1989, the Johnson Wood
Foundation authorized a grant for the SCDHEC’s Vital Record Geographic Referencing
System (VRGRS) and the University of South Carolina’s School of Public Health to gen-
erate a feasibility study of georeferencing vital records data for the purpose of assisting
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public health assessments, surveillance, and health hazard evaluations at the commu-
nity level. The main objectives for VRGRS were:

1. To implement a program that encoded the geographic residential location for
births and deaths, and apply a geographic information system (GIS) as part of
the statewide vital records system.

2. To demonstrate the application of location data in association with the TIGER
(topologically integrated geographic encoding and referencing) system of the
federal census of 1990.

3. To design and document the process in a way that facilitated expansion that
complemented a statewide GIS for economic development.

The VRGRS project outcome ultimately determined that the processes, scientific tech-
niques, and data were suitable enough to implement an informal GIS program within
the Division of Biostatistics. Hence, in 1994 staff and equipment were selected to carry
on the objectives of VRGRS and to establish the means to systematically georeference
vital health data collected and stored at the Office of Vital Records.

Georeferencing provides an opportunity to examine health data and how they will
be distributed over spatial domain; however, this also raises the issue of confidentiality.
When the geographic resolution of data is fine enough to identify fewer than four ad-
dresses, the data are no longer tools of research, but tools to potentially target and ex-
pose individuals (1). The protection from inadvertent disclosure of individuals,
households, establishments, or primary sampling units, especially in public use data-
bases, is a concern of government health agencies. Even though confidentiality policies
may vary among agencies, they must reflect the laws and regulations imposed upon
personal data collection and dissemination activities (2). To date, there is not a mini-
mum national threshold standard defining public or professional access to spatially ref-
erenced public health data.

In an attempt to promote spatially referenced public health confidentiality stan-
dards, the South Carolina Division of Biostatistics GIS Lab focused on the development
of a statewide health information system capable of satisfying the wide range needs of
health researchers. To develop such a system, the Biostatistics GIS Lab needed a
geocoding system capable of converting large volumes of data with acceptable match
rates. After a series of tests that included quality, cost, and turn around times,
Geographic Data Technology (GDT) from Lebanon, New Hampshire, was chosen to
perform the geocoding process.

Once the vital records health data were converted into individual points, the issue
of confidentiality was solved by aggregating the data to the 1990 census tracts. The cen-
sus tracts were chosen for two reasons. First, census tracts contained a volume of so-
cioeconomic data. Thus, the aggregate vital records attribute information could be
combined with the existing socioeconomic census data (e.g., mother’s age extracted
from the vital records would be stratified into the same categorical breakout as the fe-
male populace of the tracts, allowing calculation of statistical rates). Second, geographic
boundaries are updated once every decade.

Working with voluminous vital records files proved to be tedious and time con-
suming.  To streamline the process of generating public health data from these records,
the Vital Health and Census Data Integration System (VHCDIS) was developed. In de-
signing the system five requirements were determined:
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• It must be flexible enough to be continuously improved.
• It must be a time saver.
• It must establish a national precedence for collecting health data.
• It must standardize data output.
• It must accurately aggregate health data to predetermined political boundaries

(in this case the census tracts).

In its completed form, the VHCDIS offers national and local programs the ability to
join aggregate vital records health data with existing socioeconomic census data as a
tool for their respective surveillance and intervention strategies. The remaining point
data derived from the geocoding process, which are treated with all the confidentiality
of a paper certificate, are stored on a magnetic device for future use in very high reso-
lution studies.

Background

Vital Health Statistics
Vital statistics for the United States are obtained from the official records of live births,
deaths, fetal deaths, marriages, divorces, and annulments. These datasets have long
been used as statistical measuring devices to identify qualitative and quantitative pub-
lic health issues. The official recording of these events is the individual responsibility of
each state and independent registration areas (District of Columbia, New York City, and
territories). The federal government, without expressed constitutional authority to
enact national vital statistics legislation, relies upon the states to establish laws and reg-
ulations to provide compatible methods of registration and data collection (3).

As public health issues continue to become more and more complex, demand for
better vital statistics information increases. For this reason, updating data collecting,
recording, and processing techniques to keep aligned with the rapidly evolving need
becomes an increasingly important part of the vital statistics program. Improvement
began in the 1950s with increased attention placed on improving the quality of vital sta-
tistics data to make them more useful and accessible. Interest in vital statistics expanded
when the state and federal health and welfare officials began to look for pertinent and
reliable statistics on which to base their political decisions. The registration certificates
assumed a new role of importance as they were used as a source of credible national
vital statistics by all levels of government, institutions, and the general public. The con-
tent of the information collected for vital records was expanded and methods to im-
prove its quality and usefulness were added. As health and social issues became more
complex, supplemental data sources were developed to augment and enrich the infor-
mation obtained from the registration system.

Throughout the years the process of producing national vital statistics has shifted
several times from one organizational unit of the federal government to another. The
National Center for Health Statistics and the National Association for Public Health
Statistics and Information System (NAPHSIS) have become recognized for handling
health statistics and the associated information systems. NAPHSIS was organized to
study and promote all matters relating to the registration of vital statistics. The 1995 re-
vision of the association bylaws states: 
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This Association will foster discussion and group action on issues involving
public health statistics, public health information systems, and vital records
registration. The Association will provide standards and principles for admin-
istering public health statistics, public health information systems, and vital
records registration. The Association will represent the States and Territories of
the United States regarding these issues, and will serve as an advisory group to
the Association of State and Territorial Health Officials (3).

With the increasing complexity of public health issues, federal and local health pro-
grams need to improve the process of collecting, storing, analyzing, and displaying
community level epidemic information. For this reason, future focus on quality spatial
vital records data will continue to grow at an exponential rate. Likewise, vital records
recording programs tasked to increase the accuracy of vital statistics will continue to
explore the development of new technologies, rethinking the use for these valuable
resources.

Public Health and GIS
GIS technology has gradually been recognized by public health researchers as a pow-
erful tool for analyzing health data. It provides an opportunity to integrate at least six
disciplines (epidemiology, environmental health, geography, cartography, computer
sciences, and statistics) for the study of the distribution and possible causes of diseases
in population, and the targeting of interventions to improve the health of the popula-
tion (4). Applications of GIS in the health field vary from the simple automated map-
ping of epidemiological data (5), to the sophisticated analysis of satellite images to
demonstrate vector/environment relationship (6,7,8,9).

The simplified paradigm for implementing GIS technology in public health can be
viewed in three phases: data source identification, GIS support system, and health plan-
ning (Figure 1). In the data source identification phase, data sources applicable to your
cause are selected and converted into digital geography or “coverages.” The data
sources used in the Division of Biostatistics are environmental health hazards, health
services, and socioeconomic and health data. Environmental health hazard data can be
defined as any data pertaining to an environmental situation that may have a negative
impact on the surrounding population. Health services data are those that identify
sources of health correction. And, for the scope of this paper, socioeconomic and health
data can be defined as data collected for the purpose of monitoring, tracking, and iden-
tifying social and health trends. 

Once these data sources are converted into digital coverages, they can be stored,
manipulated, analyzed, and displayed in a GIS. This collection of standardized data be-
comes the foundation for the third phase of health GIS implementation, the health plan-
ning phase. In this phase, the GIS becomes the knowledge base for analyzing health
outcomes and supporting public health surveillance, where a diverse group of scientific
disciplines converge to direct and discover local level health objectives.

The Centers for Disease Control and Prevention define public health surveil-
lance as [t]he ongoing, systematic collection, analysis, and interpretation of
health data essential to the planning, implementation, and evaluation of public
health practice, closely integrated with the timely dissemination of these data
to those who need to know. The final link of the surveillance chain is the
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application of these data to prevention and control. A surveillance system in-
cludes a functional capacity for data collection, analysis, and dissemination
linked to public health programs (10).

Public health surveillance evolves with changes in science and technology. With the ad-
vent of computers, health surveillance has transformed from a primarily historical
function to one that promotes timely analysis of data with appropriate responses to
given health outcomes. Historically, the quality and quantity of data over a spatial do-
main were illusive and difficult to interpret. Today, using GIS technology as a tool we
can streamline the processes needed to promote health and protect our environment.

Vital Health Data

In the state of South Carolina, vital health data are collected through official documents
filed with the Office of Vital Records and the Public Health Statistics and Information
System within the SCDHEC. Each year, the Division of Biostatistics publishes reports
on vital statistics data for South Carolina live births, deaths, fetal deaths, marriages, di-
vorces, and annulments that occurred during the previous year. These vital statistics are
also available in publicly accessible format for public use. In the case of special requests
for data, files and reports are generated and distributed by the Division of Biostatistics
to those users who desire analysis different from those that are normally published.

VRGRS justified the use of GIS technology to improve the Division of Biostatistics’
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capability of analyzing vital records data at an increased spatial resolution.  Ultimately,
this new technology functions around the process to geocode temporal vital records res-
idence data of births and deaths in South Carolina. All births by residents were in-
cluded, regardless of the state of occurrence, while South Carolina occurrences to
non-residents were excluded. To support thematic mapping and GIS analysis, an at-
tribute file identifying critical information about the birth and death events was gener-
ated and linked to the point by means of a common identifier.

Birth Data

In 1991, South Carolina began using a microcomputer software, Electronic Birth Pages
(EBP), to improve the process of generating birth certificates and collecting newborn
data for laboratory screening. The main function of the EBP system involves data entry
and production of birth certificates. The end product is referred to as an EBC (electronic
birth certificate).

To generate spatial information from vital records data, the residential address file
is extracted from the mainframe dataset using the statistical software SAS (SAS
Institute, Cary, NC). Variables used in geocoding include identification number, resi-
dential street address, city, state, zip code, and 4-digit zip code extension. These data
undergo quality control measures to identify completeness and accuracy of the address
information. To complete the dataset, an attribute record is captured as well. For exam-
ple, the attribute file used for births includes identification number, county federal in-
formation processing standards (FIPS) code, age of mother, attendant at birth, birth
weight, education level of the mother, month prenatal care began, number of prenatal
care visits, race of the child, race of the mother, sex of the child, and year of birth. These
chosen attributes were based on requests made by health districts and the Division of
Epidemiology within SCDHEC. The attribute file was imported into ARC/INFO for the
data aggregation process. Each variable was aggregated to the census tract level by race
group (total, white, black, others, and unknown). Table 1 shows the classification of
each variable.

Death Data

Death data were collected through death certificates filed by funeral homes. The funeral
director, or person acting as such, is responsible for the completion of the death certifi-
cates, including all of the personal information from the family, and the medical portion
of the certificate. This certificate is then sent to the county health department where it
is screened for completeness. If the certificate is acceptable at the county level, the
health department will forward the certificate to the SCDHEC’s Office of Vital Records.
The certificate is again checked for completeness, then personal data are coded and
stored in the database.

For the residential address file, variables used in the geocoding process were syn-
onymous with the birth data. For the attribute file, variables were temporally selected
and causes of death were grouped into disease and non-disease type (Table 2). Causes
of death are classified for purposes of statistical tabulation according to the Manual of
the International Statistical Classification of Diseases, Injuries, and Causes of Death (11). In
this process, only the underlying cause of death was selected for data aggregation.
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A. LIVE BIRTH

RACE
Total
White
Black
Others
Unknown

ATTENDANT
Physician
Certificated nurse midwife
Other than physician, midwife,

or self
Self-attended
Lay midwife, lay midhusband,

registered lay  midwife
Nurse-midwife, graduate

nurse-midwife
Nurse, RN, OB nurse practi-

tioner,  physician’s assistant
D.O.
Unreported or unknown

BIRTH WEIGHT
<500 g
500–999 g
1,000–1,499 g
1,500–1,999 g
2,000–2,499 g
2,500–2,999 g
3,000–3,499 g
3,500–3,999 g
4,000–4,499 g
4,500–4,999 g
5,000 g
Unreported

CHILD’S SEX
Male
Female
Unreported

MOTHER’S AGE
<13
13
14
15
16
17
18
19
20
21
22–24
25–29
30–34

35–39
40–44
>45
Unreported or unknown

MOTHER’S EDUCATION
Elementary school
1st grade
2nd grade
3rd grade
4th grade
5th grade
6th grade
7th grade
8th grade
9th grade
10th grade
11th grade
12th grade
1st year college
2nd year college
3rd year college
4th year college
Graduate school
Technical school
Unreported

MONTH PRENATAL CARE BEGAN
No prenatal care
Began at 1st month
Began at 2nd month
Began at 3rd month
Began at 4th month
Began at 5th month
Began at 6th month
Began at 7th month
Began at 8th month
Began at 9th month
Began at 10th month
Unreported

NUMBER OF PRENATAL CARE
VISITS

No prenatal care visit
1–4 visits
5 visits
6–10 visits
11–15 visits
16 visits
Unreported

B. LOW WEIGHT LIVE BIRTH
(Birth Weight <2,500 g)

RACE
Total

White
Black
Others
Unknown

MOTHER’S AGE 
<13
13
14
15
16
17
18
19
20
21
22–24
25–29
30–34
35–39
40–44
>45
Unreported or unknown

C. VERY LOW WEIGHT LIVE
BIRTH (Birth Weight <1,500 g)

RACE
Total
White
Black
Others
Unknown

MOTHER’S AGE
<13
13
14
15
16
17
18
19
20
21
22–24
25–29
30–34
35–39
40–44
>45
Unreported or unknown

Table 1 Classification of Birth Data: Live Birth, Low Weight Live Birth, and Very Low Weight
Live Birth



Geocoding Process

Geocoding is the process of linking a common location identifier such as address, site
location, or building to a spatial and geographic database, such as one with census
TIGER/Line files, that contains the locations of streets, the ranges of addresses found
on each street segment, and the boundaries of political and administrative areas.
Because the geographic database contains address ranges defining the beginning and
ending address numbers that were assigned to a given street segment, coordinates (i.e.,
latitude and longitude) for any specific address location can be found through a linear
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DEATH

RACE
Total
White
Black
Others
Unknown

AGE by race
0
1–9
10–19
20–29
30–39
40–49
50–59
60–69
70–79
80

AUTOPSY by race
Yes
No

BURIAL DISPOSITION by race
Burial
Cremation
Donation
Hospital disposition
Removal
Other
Unreported

SEX by race
Female
Male

CAUSE OF DEATH by race
Disease
Non-disease

DISEASE

Arteriosclerosis

Benign and Unspecified
Neoplasms

Cancer
Bladder
Brain and other nervous

system
Female breast cancer
Male breast cancer
Cervix uteri (female only)
Colon and rectum
Corpus uteri (female only)
Esophagus
Hodgkin’s disease
Kidney and renal pelvis
Larynx
Leukemia
Liver and intrahepatic bile duct
Lung and bronchus
Melanoma of the skin
Multiple myeloma
Non-Hodgkin lymphoma
Oral cavity and pharynx
Ovary
Pancreas
Prostate
Sarcoma
Stomach
Testis (male only)
Thyroid

Cerebrovascular Disease

Certain Cond. Originating in
Perinatal Period

Chronic Liver Disease and
Cirrhosis

Chronic Obstructive
Pulmonary and Allied Cond.

Congenital Anomalies

Diabetes

Disease of Heart
Ischemic

Others

Hernia and Intestinal
Obstruction

Hypertension 

Infectious and Parasitic
HIV/AIDS

Meningitis

Nephritis, Nephrotic
Syndrome, and Nephrosis

Pneumonia

All Other Diseases

NON-DISEASE

Unintentional Injuries
Drowning
Falls
Fire and flames
Firearms
Motor vehicle accidents
Poisoning by drugs and

medicaments
Railway
Others

Homicide and Legal
Intervention

Assault by firearms
Assault by cutting and piercing
Others

Suicide
Firearms
Hanging, strangulation, and

suffocation
Poisoning
Others

Other External Causes

Table 2 Attributes of Death Data



interpolation of the address number between the starting and ending address numbers
assigned to the segment. Once the correct location is assigned, a location identifier is
given a map coordinate and becomes a permanent geocode.

At SCDHEC, the statewide geocoding service is conducted by Geographic Data
Technology (GDT). Data were address matched to the Dynamap/2000 series, which is
a base map used and generated by GDT for the purpose of address matching (12). Table
3 shows the summary information on the geocoding process.

Address Standardization

To improve address accuracy and increase the geocoding match rate, StreetRite
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Table 3 GDT Geocoding Summary Information

Variable Definition Notes

GDTPLUS4 4-digit zip code match

GDTSAD Street address match

GDTCITY City match

GDTSTATE State match

GDTZIP 5-digit zip code match

GDTSFIPS State FIPS code match

GDTCFIPS County FIPS code match

GDTTR90 Census tract match

GDTBG90 Census block group match

GDTXIN Centroid type code 0 = Not a centroid (street address level match)

1 = Zip + 4 centroid

2 = Zip + 2 centroid

X = 5 digit zip code centroid

Blank = No centroid available

GDTSTAT Match status code B1 = Batch street address number match

B2, B3 = Batch street intersection number match

B5 = Batch matched to a street address on an alternate 
street name

B6 = Batch matched to a placeholder

B7 = Batch matched to a placeholder on an alternate 
street name

10 = Not a valid 2-digit alpha state code

11 = City in not found in the state

12 = Incomplete or poorly formatted address

14 = Could not find street name in the city

15 = Could not match number, directional, or street type

16 = Multiple addresses found in that range

17 = Street intersection failure

18 = City is present in the state but no named or 
addressed street are present



software (Group 1 Software, Lanham, MD), is used to check and correct resident ad-
dresses. StreetRite compares the residual addresses against a database of every mailable
address in the United States, deciphers inaccurate or incomplete addresses (e.g., mis-
spelled street names and missing zip codes, cities, and states) and replaces them with
the correct data. The addresses StreetRite is unable to match are then manually checked,
and if an accurate match is found, the address is corrected.

Error Sources of Geocoding 

Geocoding is a process of matching an address to a geographic location. The quality of
the geocoding process is referred to as the geocoding match rate. An accurate geocod-
ing match process depends on the quality of the address data and the geographic data.
There are some errors inherent to the process, and in many cases it is difficult to deter-
mine how accurate the results are. It is important to document the potential error
sources and understand how they could affect the quality and results of geocoding. The
following are factors identified during our geocoding process that could affect the
match rate.

Accuracy of Address

In geocoding vital health records data, the initial error is introduced when the individ-
ual or family providing information to the medical official are not made aware of the
difference between mailing and residence addresses. Mailing addresses quite often are
the post office box at the local post office, while the residence address is the street and
street number at which the individual resides. New addresses created in the calendar
year that do not exist in the current street/road database will also reduce the geocod-
ing match rate.

Address Allocation

The geographic data used in the geocoding process contain a wealth of information
about street locations, address ranges, and related information, but they are by no
means complete. In urban areas, the percentage of street segments that contain address
ranges may be as high as 90% or above. Some rural areas, however, do not contain
any address ranges. Therefore, the geocoding matching rate will depend upon the
study area.

Assigning Geographic Location

Geocoding is a comparison of each address in an event table with the address ranges in
a target address database. When an event address matches the address range of a street
segment, an interpolation is performed to locate and assign real-world coordinates to
the event. For example, given a line with end point values of 0 and 100 and a street ad-
dress of 50, the location of the address is estimated at the line’s midpoint. The actual
street address, however, may not be located at the midpoint of the line segment. During
the aggregation process there is the potential for a small percentage of geocoded data
to be captured in the wrong polygonal boundary. For instance, in Figure 2, Tract 1 will
be assigned an erroneous value.
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Automation System and Process

System Design
The primary goal of developing the VHCDIS is to aggregate vital health data to census
tract level and generate publicly accessible database files. The system is designed to in-
teract with users by generating aggregated information from different public health
data. Figure 3 illustrates the general architecture of the VHCDIS. At this point, the sys-
tem handles only birth and death records. In the future, as the need for geocoding
health data increases, more components will be added to the system to handle different
health information (such as cancer registry data).

System Resources and Implementation
The VHCDIS was developed using a GIS software, ARC/INFO (ESRI, Redlands, CA),
on both Unix and NT platforms. A system supervisor in the form of an X-window
graphical user interface (GUI) was used to provide user access to all the various com-
ponents (birth data and death data) described previously. The GUI provides an inter-
active environment that facilitates user access to the components, as well as selection
and execution of selected options. As described below, user navigation of the entire
process is accomplished by appropriate selection from the window menu.

Table 4 summarizes the various steps involved in the automation process. The user
first loads the system by opening and running the ARC/INFO software. At this point,
the user is looking at the image shown in Figure 4. In this example, we will use the sys-
tem to generate birth information. Therefore, the user can point and click on the Birth
Certificate icon. As shown in Figure 5, twelve options are available for generating ag-
gregated information on live births, low weight live births, and very low weight live
births at the census tract level. The classification of each category is shown in Table 1.
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Figure 2 Illustration of potential error from assigning geographic location.



The user will make selections according to the information needed. For example, to
generate live birth information by using the mother’s age and race, the user will click
the corresponding Select button to continue (Figure 6). In this menu, the user needs to
supply two data files: birth data file (with all of the information shown in Table 1 plus
the census county-tract number), and census tract data file (with census county-tract
number only). When selecting a data file, a pop-up window will appear to help the user
make the selection from existing data files.

After specifying the data file, the user can select field item names for each parame-
ter (mother’s age and mother’s race from birth data; county-tract number from census
data). The user should provide an output file name (e.g., lb95race.dbf) and define an
item name for each classification shown in this menu. Because it is cumbersome to de-
fine the item names one by one, the user can select the USE DEFAULT button to use a
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Figure 3 Architecture of the Vital Health and Census Data Integration System.



default name for each item. After this, the user can click DONE to continue the genera-
tion process. When this process is finished, the user clicks CANCEL to return to the
previous menu (Figure 5) to select other parameters for data aggregation. Outputs from
the aggregation process are dBASE files (.dbf) that can be imported to other database
software or ArcView (ESRI, Redlands, CA) to review.
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Table 4 Steps in Implementation of the Vital Health and Census Data Integration System

Component 1: Birth Data Aggregation
Step 1. Select Birth Certificate icon
Step 2. Select following variables accordingly: 

Live births by mother’s race
Live births by mother’s age
Live births by mother’s education
Live births by child’s sex
Live births by prenatal care visits
Live births by prenatal care began
Live births by attendant at birth
Live births by birth weight
Low weight live births by mother’s race
Low weight live births by mother’s age
Very low weight live births by mother’s race
Very low weight live births by mother’s age
Example: select live births by mother’s age

Step 3. Select birth attribute INFO file: test95.dat
Step 4. Select item name for mother’s age: MAGE
Step 5. Select item name for mother’s race: MRACE
Step 6. Select census tract INFO file: test_cns.dat
Step 7. Select item name for County-Tract number: CNTR
Step 8. Define output DBF file name: lb95mage.dbf
Step 9. Define individual item name or use default setting by selecting USE DEFAULT
Step 10. Select DONE to continue the process
Step 11. Select CANCEL to return to previous menu
Step 12. Select another variable

Component 2: Death Data Aggregation
Step 1. Select Death Certificate icon
Step 2. Select following variables accordingly:

Death by race
Death by age
Death by autopsy
Death by burial disposition
Death by sex
Death by cause of death
Example: select death by age

Step 3. Select death attribute INFO file: dth95.dat
Step 4. Select item name for age: AGE
Step 5. Select item name for race: RACE
Step 6. Select census tract INFO file: test_cns.dat
Step 7. Select item name for County-Tract number: CNTR
Step 8. Define output DBF file name: dth95age.dbf
Step 9. Define individual item name or use default by selecting USE DEFAULT
Step 10. Select DONE to continue the process
Step 11. Select CANCEL to return to previous menu
Step 12. Select another variable



In this example, an output file (lb95race.dbf) was generated for live birth by
mother’s age and by race at the census tract level. To display the information, the user
first runs the ArcView software, opens a graphic window, and adds the census tract
coverage (or shape file) as a new theme. The user then needs to add the output file
(lb95race.dbf) as a Table file and open the census tract attribute table. After opening the
two tables, the user can perform the spatial join function to join both files and select dif-
ferent classified information to display (Figure 7).

Conclusion and Ongoing Process

GIS technology is emerging as a useful tool in public health studies. The technology
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Figure 4 Main menu of the Vital Health and Census Data Integration System.



allows for storage and manipulation of large and multi-faceted datasets while main-
taining the spatial integrity of each data collection or reporting location. As such, the
technology gives rise to intensive investigation of the spatial relationship between vari-
ables and outcomes necessary to health risk assessment. Therefore, the key to success-
ful application of GIS technology in the public health field is to understand what GIS
functions should be used, what the limitations are, and how we should apply it appro-
priately to benefit research and assist officials with intervention strategies and health
prevention.

In South Carolina, vital health data are collected each year. The need to access spa-
tial health information is increasing as public health officials and researchers see the im-
portance of analyzing spatial patterns of vital health data. Hence, creating a system to
assist in standardizing data transformation from individual geocoded confidential
health data to non-confidential data is needed.

This paper described an interactive data integration system, the Vital Health and
Census Data Integration System (VHCDIS), developed and designed through the use of
GIS technology for transforming geocoded confidential health data (birth and death) to
non-confidential census health information. Vital health data were linked to census
data through the geocoding process. By aggregating geocoded vital health data to
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Figure 5 Birth information aggregation menu.



census tracts, the output from VHCDIS will be publicly accessible and can be analyzed
concurrently with other existing census socioeconomic data.

This report describes a project with the primary goal of developing a system to as-
sist ongoing and systematic collection of health data and disseminate these data to pub-
lic health officials and researchers for planning, implementing, and evaluating public
health practice. Currently, SCDHEC is using the system to develop census health infor-
mation from South Carolina birth and death data and will continue the process in the
future. For the VHCDIS, many improvements and extensions are still underway. For

134 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE

Figure 6 Generating information of live births by mother’s age and by race.
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example, the system is being extended to accommodate infant death data and include
cancer registry data next year. Additionally, the system can be extended to census block
group levels and possibly to census block levels. In general, the VHCDIS in its present
form is a sufficiently realistic demonstration of the flexibility of GIS technology and its
ability to aggregate and process large volumes of health data.
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Geographic Information Analysis of Pediatric Lead
Poisoning

Florence Lansana Margai, PhD*
Department of Geography, Binghamton University-SUNY, Binghamton, NY

Abstract

This study analyzes the spatial distribution of pediatric lead poisoning
cases in relation to environmental indicators of lead, housing, and the demo-
graphic attributes of block groups in Binghamton, New York. Primary data on
childhood blood lead levels are based on screening records from July 1991 to
June 1995. Approximately 17% of all children tested within this period had
elevated blood lead levels. A number of geographic information system (GIS)
and statistical operations are used to determine (a) whether the distribution of
lead poisoning cases reflects a consistent spatial pattern, and (b) the extent to
which the pattern is linked to possible sources or pathways of exposure such
as lead emitting facilities, major transportation corridors, trace lead in soil and
municipal water supply, and housing. The results reveal clearly defined clus-
ters of lead poisoning cases along transportation lines within the urbanized
and industrialized zones. Specifically, block groups in the central city that
were characterized by old, subdivided, and rented properties and poverty had
proportionately higher incidences than others. Nearly six out of every ten
cases fell within these clusters. These results demonstrate how comprehensive
health and environmental data can serve as input in delineating high-risk
areas for lead monitoring and remediation programs.

Keywords: pediatric blood lead levels, lead poisoning, GIS statistics,
canonical correlation

Introduction

Lead poisoning is one of the most significant pediatric environmental health hazards
in the United States, yet it is one of the most preventable as well. Over the years, sev-
eral steps have been taken at different fronts to minimize the risks associated with this
hazard. The enactment of the Clean Air Act in the 1970s and subsequent federal regu-
lations have led to a more than 90% reduction in atmospheric lead levels.
Unfortunately, this metal continues to pose a significant health threat from pre-existing
sources such as lead paint and dust in older housing, industrial emissions, and con-
taminated soils. Several studies conducted over the last two decades have consistently
identified neurological and developmental problems in children exposed to lead, even
those exposed to levels once considered to be harmless (1,2). Estimates based on the
standards set by the Center for Disease Control (CDC) suggest that approximately 10
million children are at risk (3). This is particularly severe in the inner cities, where more
than 60% of low income and minority children are believed to have elevated blood lead
levels of 10 or more micrograms per deciliter (µg/dL). Explanations for the observed
spatial patterns have been linked to historical patterns of urbanization, transportation,
and industrialization (4).
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One of the primary reasons for conducting this study was to explore the use of
geographic information systems (GIS) in developing a pediatric lead prevention pro-
gram for the city of Binghamton, New York. Specifically, the following research
questions were examined:

1. What is the spatial distribution of elevated blood lead incidences among chil-
dren? Is it random or spatially clustered?

2. Is there a significant relationship between the observed distribution of child
elevated blood lead incidences and the demographic attributes of residents?

3. Is there a relationship between the observed distribution of child elevated blood
lead incidences and significant sources and pathways for environmental lead,
such as paint, soil and water quality, transportation corridors, and lead-related
businesses and industries?

4. Where are the high-risk areas and what is the density of preschool children
within the proximity of these sites?

5. What level of monitoring is necessary to reduce the risks of lead poisoning?

Addressing these questions required the assistance of a GIS and spatial statistics. Using
data from different sources, we were able to identify spatial patterns in elevated blood
lead incidence cases by block group, inventory the multiple sources of lead contamina-
tion, and statistically evaluate the underlying relationships between lead poisoning and
various indicators of environmental lead.

Developing a GIS for Pediatric Lead Poisoning Prevention

Recent trends show a growing number of lead monitoring and prevention programs
based on guidelines established by the CDC (5,6). Children aged six months through six
years are screened regularly at well-child visits. Families of children with elevated lead
levels are given prompt medical attention coupled with residential testing to identify
and possibly eliminate the source of lead. While these efforts are successful in curbing
the rate of lead poisoning, there are still some problems. For example, even though the
CDC recommends universal screening, not all children are being tested. Even among
those who are tested, no effort is made to educate the parents about the dangers of
lead poisoning unless the test results are positive. As Wartenberg (7) argues, such an
approach not only hinders the primary prevention efforts but the regional assessment
of risks as well. Neighbors may not be readily identified and geographic clusters of
highly exposed individuals are likely to be missed.

Children are exposed to lead from multiple sources. Therefore, a major step
toward the development of an efficient lead monitoring and prevention plan
must start with a comprehensive database that includes not only the screening records
of children but ancillary data on industrial emissions, transportation lines, housing
characteristics, occupational exposure patterns, and other parameters. The use of
a GIS can facilitate this process. A GIS is essentially a collection of computer hard-
ware and software that can be used to capture, store, retrieve, analyze, and visualize
various forms of spatial data. It is a very powerful tool for understanding the
spatial linkages between multiple layers of human and natural phenomena and for
isolating possible cause-and-effect relationships. On matters relating to public
health, it can serve as a modeling tool for spatial epidemiological patterns as well
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as an analytical tool for testing hypotheses regarding mapped distributions of
disease (8).

The methodology for compiling various sources of lead toxicity into a GIS is still in
its infancy, however. Few researchers have fully explored this technology as a reliable
means of identifying lead exposure patterns and high-risk areas (4,7,9,10). Some of the
applications have been exploratory, with limited data used to map exposure patterns at
coarse and sometimes inappropriate spatial levels such as zip codes, minor civil divi-
sions (MCDs), or census tracts. It is important, however, to go beyond this exploratory
stage and fully utilize the analytical and predictive functions of GIS in discerning
potential risk areas.

The Study Area

Binghamton extends across 11 square miles with approximately 53,000 people. This city
grew out of an extensive industrial heritage. Some of the businesses with roots in this
area include International Business Machines (IBM), Endicott Johnson Shoe Corp.,
General Electric, Universal Instruments, Ozalid, Link Federal Systems, and Anitec. The
rise of these companies brought an industrial boom that required extensive road and
rail systems for transportation as well as mass inexpensive housing. Today, Binghamton
is criss-crossed by the Canadian-Pacific railway system, the railroad network in north-
eastern United States, and at least four major highways: US 11, NY 17, Interstate 81, and
Interstate 88.

Binghamton is the most urbanized area in the two-county southern tier of New
York State. About 88% of the population is white, with minorities constituting the re-
maining 12%. Like several other northern US cities, the city has experienced population
and economic declines. Several industries have closed or downsized their workforce to
cope with economic difficulties. There has also been a drop in downtown activities and
service functions due to suburbanization and the building of shopping centers and strip
malls in the outlying areas. The city today reflects the characteristic patterns of urban
decay. Many of the old buildings and homes have been renovated into multiple hous-
ing units to serve low-income residents and college students. Within the two-county
area, most of the government subsidized housing units are located in the city. Higher
income housing and households are located in the outskirts of the city, particularly in
the far west and southwestern sides.

Data Collection

The primary data on pediatric blood lead levels consisted of 1,840 records of children
tested between 1991 and 1995. The screening tests were typically for children between
one and three years, although a small percentage (6%) of the affected children were five
or six years old. Previous studies have indicated that lead is prevalent among children
in these age groups primarily because of the increased hand to mouth activities.

Initial assessment of the data suggested that at least 17% of the children had high
blood levels. Based on the CDC guidelines, almost two-thirds of the children were
classified at Level IIa, with a blood lead level concentration of 10–14.9 µg/dL. About
24% of the children are classified as Level IIb, with blood lead levels of 15–19 µg/dL.
Another 16% of the cases are categorized as Level III, with blood lead levels of 20–44.9
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µg/dL. Fewer than 1% of the children are in Level VI, the highest category observed in
the community, with blood lead levels of 45–69 µg/dL. The majority of the children are
white, reflecting the racial composition of the population in the city. Based on the ad-
dresses, the data were geocoded and exported into a desktop mapping package,
MAPINFO, for cartographic analysis.

Data Analysis and Results

The Spatial Distribution of Lead Poisoning Cases
The spatial distribution of lead cases was evaluated by two methods. First, a buffer
analysis was performed using the MAPINFO software. The criterion used for detecting
spatial clustering was proximity. A lead cluster was inferred in every area where there
were four or more confirmed cases of lead poisoning within a 500 foot radius. The re-
sults were then validated using cluster analysis within the statistical software, SPSS.
Figure 1a shows the location of these clusters at the block group level. About 57% of the
lead poisoning cases fell within 13 defined clusters. Most of the clusters were located
close to the center of the city and along the transportation lines. The relationships
between these lead clusters and the potential sources of exposure were subsequently
assessed using a number of statistical procedures.

Housing and Socioeconomic Correlates of Lead Poisoning
The source of lead largely depends on the characteristics of the community in which a
child resides. Previous studies have reported high lead levels in areas of physical dete-
rioration with old, subdivided housing, poverty, and areas of minority concentration.
In an attempt to identify such areas in Binghamton, 12 demographic variables were
selected using US Census data from STF3A files. A correlation analysis was then per-
formed between the variables and the rate of blood lead incidences within each block
group. Among the 12 variables, 9 were significantly related to pediatric lead poisoning
cases in Binghamton. The strongest indicators were poverty and housing quality
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variables such as block groups with pre-1940s housing, rented property, and subdi-
vided units. Initially, no associations were observed between the lead cases and areas
with significant minority and family composition. However, further analysis using only
the lead cases that fell within defined clusters suggested a possible link with the pro-
portion of African Americans in the community (r=0.41; p<0.01).

Environmental Sources of Lead Poisoning
Different sources of data characterizing lead-emitting businesses and industries in the
city, automobile-related facilities, and transportation corridors were incorporated into
the GIS. First, historical data consisting of all business locations within Binghamton
since 1890 were queried. Businesses that qualified for entry into the analysis included
those that used lead or lead by-products in their activities. These included factories
such as machine shops, foundries, and parts and glass manufacturers. Using the loca-
tion of these facilities, a 500 foot buffer was established as a reasonable distance over
which the airborne effects of lead would be dispersed on land. These buffers covered
about 20% of the city’s areal extent and about 41% of the confirmed cases fell within the
defined buffer (Figure 1b). Further spatial analysis involved subdividing the buffer into
smaller polygons with boundaries corresponding to the block group boundaries. The
area of each buffered portion was then divided by the total area of the corresponding
block group to determine the degree to which each block group was characterized by
lead-associated industries or businesses. This newly created variable showed a highly
significant relationship with child lead poisoning rates (r=0.61; p<0.05).

Using procedures similar to those explained above, a buffer was established for au-
tomobile-related facilities such as gas stations, repair shops, dealerships, and junk-
yards. About 53% of all confined cases fell within these areas (Figure 1c). The
relationship between the buffered variable and lead poisoning cases was also signifi-
cant (r=0.5; p<0.05). Buffers were also created around major roads and railways in
Binghamton (Figure 1d). The lead cases were significantly related to both the road
buffers (r=0.30; p<0.05) and the railroad buffers (r=0.46; p<0.05).
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Figure 1b Lead emitting/handling businesses.



Environmental Pathways
The visual information provided in Figure 1e reflects the spatial variability of pediatric
lead poisoning relative to the industrial locations, automobile-related sites, and rail cor-
ridors. However, the use of a GIS in lead monitoring and prevention must include not
only the potential exposure sources illustrated in the map, but also the pathways that
are likely to directly affect the children. Specifically, contaminated soil and water are
major pathways for young children. In Binghamton, the threat of trace lead in the water
supply had been minimized by the preventive steps taken earlier by the city to mini-
mize the corrosion from pipes. Certain polyphosphate compounds (with commercial
brand names such as Aquamag and Calciquest) that bond to water pipes were first
added to the municipal water supply in 1992. The impact of these additives was as-
sessed by examining lead poisoning incidences before and after the changes were im-
plemented. While the total number of reported cases varied from year to year, the mean
blood lead levels in children declined consistently over time from 15.86 µg/dL in
1991/1992 to 13.72 µg/dL in 1994/1995.
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Figure 1c Gas storage/auto-related sites.

Figure 1d Rail corridors.



The effect of soil lead on childhood blood lead levels was also evaluated by con-
ducting a detailed soil sampling analysis in July 1996. Soil samples were extracted from
the front, rear, and side yards of homes within the lead clusters identified earlier in the
study, as well as outside of the clusters. The latter served as the control group. The soil
samples were tested in a professional laboratory using the EPA 6010 Method. The re-
sults were later integrated with the existing data in the GIS. A query was then per-
formed to identify all sites that exceeded the EPA standards of 500 parts per million.
Several of the sites were above the EPA standards for lead in the soil. Lead levels within
the clusters found in the central city were two or more times higher than the EPA stan-
dards. Statistical analysis of the mean differences confirmed that soil lead levels were
significantly higher in the clustered areas than outside of them (t=3.66; p<0.05).
However, the relationship between soil lead and childhood blood lead levels was not
significant.

Delineation of Target Communities for Lead Prevention

The final objective in this study was to delineate the high-risk areas based on the com-
prehensive database described above. This was accomplished by using canonical cor-
relation analysis to quantify the associations between the major lead indicators and
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Figure 1e High lead incidences in all three impact zones.



then develop scores that would provide the most explanation for the spatial occurrence
of the observed lead clusters. Variable selection for this phase was based on statistical
significance from the preceding analyses. Two sets of variables were used. The first set
consisted of the three variables that measured the effects of railroads, businesses, and
automobile-related sites. The second set included the six demographic variables that
were best associated with the location of lead poisoning cases. These variables were en-
tered into the canonical correlation procedure.

At the conclusion of the statistical analysis, the canonical coefficient that maximized
the linear relationship between the two sets of variables was selected. This coefficient
was very high (r=0.83), implying that at least 80% of the observed lead cases could be
jointly explained by these variables. Pairs of canonical correlation scores, representing
the aggregate values of the two sets of variables, were also obtained for each block
group. Scores with values greater than zero were classified as HIGH and those with val-
ues less than zero were classified as LOW. The results were then mapped to visualize
the spatial relationships (Figure 2). As expected, block groups with high scores were
found mainly in the center of the city and along the rail corridor going westward. Those

144 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE

Figure 2 High-risk areas for lead poisoning in Binghamton, NY; canonical correlation results
by block groups.



with low scores on both groups of variables were along the outskirts of the city, almost
forming a continuous ring. A few block groups showed dissonant canonical correlation
scores (high/low or low/high), but overall, the results showed that among the 26 block
groups with high canonical scores on both variables, 191 cases of lead poisoning were
reported—a rate of 7.3 occurrences per block group. Among the 29 with low scores on
both sets of variables, about 85 cases were found with a rate of 2.9 cases per block
group. These results confirm that lead poisoning cases are closely grouped in space and
not merely random occurrences. Furthermore, these findings demonstrate the strength
of two sets of variables in identifying high-risk areas.

Conclusions

In building on the strengths of previous applications, this study has examined the spa-
tial patterns of lead poisoning and, within the context of environmental and demo-
graphic variables, isolated the high-risk areas for lead intervention programs. All of
these significant steps were made possible through the use of GIS and statistical analy-
sis. Several steps were involved, starting from data collection, storage, analysis, and vi-
sualization. Obviously one bottleneck in the process was the constant shift of data back
and forth from one software to the other. This is not unusual, however, and future de-
velopments in the GIS packages are likely to provide improvements in these statistical
procedures. Aside from these minor impediments, the technology provides a good
basis for handling spatial epidemiological problems.
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A GIS Analysis of Industrial Pollution in Hartford, Illinois

Richard T Masse, MPH
University of Illinois at Springfield, Springfield, IL

Abstract

This project used geographic information system (GIS) software to create
an additional tool for the assessment of industrial pollution by oil refineries
near residential areas in southwestern Illinois. The study site was in Hartford,
Illinois, which has a population of approximately 1,700. Indoor air, ground-
water, and soil gas data from the site were obtained from state agencies and
were used to generate point, polygon, and contour coverages of the study area
using ArcView 3.0a and ArcView Spatial Analyst software. The resulting cov-
erages allow investigators to assess and monitor a variety of environmental
data with a new visual component. Some of the advantages of this geograph-
ical tool include corroboration of residential complaints, indication of high-
risk areas, assessment of remediation actions, and validation of the need for
further testing. Ultimately, this project demonstrates another way that GIS
software can be used to enhance the effectiveness of environmental and pub-
lic health investigations.

Keywords: environmental health, spatial analysis, ArcView 3.0a, indus-
trial pollution

Introduction

In March of 1990 the Illinois Department of Public Health (IDPH) published a prelim-
inary health assessment of an area in southwestern Illinois. IDPH performed this
after receiving complaints from residents about the presence of gas fumes and inci-
dences of fires in their houses. Residents voiced additional concerns about symptoms
such as breathing difficulties, skin rashes and lesions, bloody noses, headaches, and
exhaustion (1).

The IDPH assessment concluded that high levels of petroleum products had con-
taminated local aquifers, soil, and air quality and that the contamination was caused by
three refinery operations in close proximity to residential areas (Figure 1). A local engi-
neering firm, Mathes & Associates, was contracted to further assess contaminated areas
and implement a remediation plan for cleaning up the existing contamination and pre-
venting future contamination. IDPH continued surveillance in the area and received
complaints again from residents in 1996. Following complaints from residents in
Hartford, Illinois, IDPH collected indoor air samples from eight houses four times over
a two-year period.

The purpose of this project was to take the IDPH data from the eight houses in the
study area, as well as the pre-existing environmental data, and create electronic geo-
graphic coverages using geographic information systems (GIS) to aid in further analy-
sis of the study area using a new geographical component.
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Data and Data Collection

The data selected to be GIS-coded for this project included demographic, air, ground-
water, and soil gas data of the study area. These data came from a variety of sources in-
cluding IDPH, the Illinois Environmental Protection Agency (IEPA), the Illinois
Department of Natural Resources (IDNR), and the Mathes & Associates engineering
firm in St. Louis, Missouri.

All of the usual demographic data of the study area were obtained, but the demo-
graphic data of particular GIS concern were the addresses of Hartford residents who
complained to IDPH and had indoor air samples taken in 1996. IDPH would have liked
to obtain more samples from the area, but was limited by funding and was also denied
access to some buildings by reluctant citizens (2).

As mentioned previously, the indoor air sample data corresponded with com-
plaints made by the residents. Upon receiving complaints from residents, IDPH per-
formed indoor air and environmental sampling in each of the concerned households.
Environmental data included temperature, humidity, and carbon dioxide levels. While
these data are important to the overall assessment, they were not chosen for GIS con-
version. The indoor air data chosen for GIS conversion were obtained by 24-hour sam-
pling with SUMMA cans. These samples were then sent to a private lab, analyzed for
over 50 compounds, and summarized in a spreadsheet by IDPH.

Groundwater data were obtained from two sources—IEPA and Mathes &
Associates. There were 49 groundwater monitoring wells in the study area around
Hartford. The wells were of various depths and included both private and public
wells. Groundwater sampling was performed by measuring both water levels and
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Figure 1 Hartford, IL, study site.



hydrocarbon levels to assess the thickness of petroleum products on top of the water.
The most recent groundwater data were collected from the 49 wells at five different
times during 1990 (3).

One set of soil gas data was collected by Mathes & Associates in 1990. A hydraulic
probe unit was used to drive and withdraw soil-gas sampling probes at 14 different lo-
cations. Samples were collected at a depth of 7 to 34 feet by a vacuum pump used to
pull 1 to 5 liters of air from the ground into a collection bulb. A syringe was used to
withdraw soil gas that was then injected directly into a gas chromatograph for analysis.

Supplemental data important to this project included existing GIS data for the state
of Illinois. These data were contained on a two-CD set distributed by IDNR. Examples
of coverages on these CDs include highways, railroad, stream, and county data.

Creation of GIS Coverages

The data for this project were in many forms and of varying thoroughness. It was the
goal of this project to take all the data and create foundation GIS files that could be used
for analysis, but also supplemented if future data were collected. This involved the con-
version of the data from the original sources into a common software. The two software
programs used for this project were Quattro Pro and ArcView 3.0a.

The demographic data were first entered into a Quattro Pro database and saved as
a text file. This text file was then transferred into ArcView 3.0a using its import func-
tion. From the newly created ArcView table containing study site addresses, a point
coverage was created using the ArcView function of geocoding. This function adds
point locations to the map based on street addresses (4). This is the software’s equiva-
lent of pushing pins into a street map on a wall. To locate the study site addresses it was
necessary to have a street coverage of Hartford that included address information. This
coverage was obtained from IDNR. The final result was a point coverage showing the
locations of residents who filed complaints (Figure 2).

The original indoor air data were already in Quattro Pro format but contained in-
formation for 50 different compounds. This database was reduced to contain 11 com-
pounds selected by IDPH. The new database then had 11 compound levels for 8 houses
in the study area. This database was then imported into ArcView 3.0a and linked with
the previously described address point coverage. This was accomplished by using a
join function in ArcView 3.0a that allows tables with similar column values to be com-
bined into one table. The final product of the indoor air data conversion is a point cov-
erage similar to the address coverage above but with a different data table containing
the compound levels for each house (Figure 3).

Although the previous coverages described originated from a spreadsheet data-
base, this is not always necessary. Coverages can be created directly in ArcView 3.0a by
using a mouse to place points or draw lines based on an existing paper map. When a
point, line, or polygon is manually placed using a mouse, a table for holding informa-
tion about that addition is created. The groundwater data were coded for GIS using this
technique. First, well locations from a paper map were manually placed on the com-
puter screen and then the accompanying table was filled with data such as well identi-
fication numbers and sampling data from the Mathes & Associates reports. The final
product was a point coverage of monitoring wells accompanied by a table containing
petroleum thickness for each well at different points in time (Figure 4). The soil gas data
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Figure 2 Point coverage of Hartford residents who filed complaints with the IDPH.

Figure 3 Point coverage of indoor air sample locations, with supplemental table containing
compound data for each house and the controls.



were converted using the same technique and resulted in a point coverage of the 14
sampling sites accompanied by a table with the corresponding data.

The point coverages created were useful for logging and searching for data con-
cerning specific spots in the study site, but not for analyzing any spatial relationships
between the individual points. A fairly new add-on software called ArcView Spatial
Analyst, created for ArcView 3.0a, was used to address these issues. Specific uses to this
project included the creation of hydrocarbon plume coverages to overlay indoor air and
address point coverages described earlier. This type of coverage allows investigators to
see the different thickness layers of petroleum products under the study site. The spa-
tial analyst software creates such coverages by interpolating contours based on point
coverage data. This specific software provided four interpolation methods, and the one
chosen for this project was Spline interpolation. Spline interpolation is a general pur-
pose interpolation method that fits a minimum-curvature surface through the input
points. Conceptually, it is like bending a sheet of rubber to pass through individual
points, while minimizing the total curvature of the surface. It fits a mathematical func-
tion to a specified number of nearest points. This method is best for gently varying sur-
faces such as elevation, water table heights, or pollution concentrations and, therefore,
was applied to some of the data collected for this project (5).

The indoor air samples collected were in response to community complaints, and
as a result, the samples were not appropriate for analyzing the whole study site with
this software. The groundwater and soil gas data, however, were collected at strategic
locations for the purpose of such analysis and therefore were good candidates for the
spatial analyst software. The groundwater and soil gas point coverages described above
provided the input points for creating contour (plume) coverages.
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From the point coverages, the spatial analyst used Spline interpolation to create
surface coverages of hydrocarbon thickness for the groundwater, as well as the gas lev-
els for selected chemicals from the soil gas data. From the surface coverage, a contour
coverage was generated but with some negative interpolations. The negative interpola-
tions were removed, as were any contour lines for which no data existed. The resulting
coverage was the contours of plumes representing hydrocarbon levels underneath the
study site. Eight coverages and tables were created, including those for groundwater
and soil gas data (Figure 5).

Lastly, a polygon coverage showing the refinery boundaries was created directly in
ArcView 3.0a. This coverage can be seen in Figure 1.

Use of GIS Coverages

Because coverages created for this project can be viewed using most GIS software, a
health professional with the appropriate software and coverages can manipulate all of
the past data about the study area. For this project, that included demographic data, in-
door air data, groundwater data, and soil gas data. For example, an investigator who
was new to the study site could use the address coverage to see where prior testing had
been performed and what the results were. Also, any new testing sites could be added
to the existing point coverages.
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Figure 5 Creation of plume contour coverages.



The air data could be used to view an individual house’s sampling data with a sim-
ple click of the mouse; or, an investigator could view how one chemical affected all the
houses sampled over a period of time. ArcView 3.0a has graphing built in, so one could
view benzene levels, for example, to determine which house or houses may be at higher
risk, as well as the time frame for exposure. From a simple graph, an investigator could
better decide whether or not to proceed with exposure assessments on household mem-
bers. This tool could be used in the field as well as in the office.

The most interesting aspect of having all the coverages created for this project was
the ability to overlay the different types of data. For example, by overlaying the air
sample point coverage and the hydrocarbon plume coverages, an investigator could see
if the complaints of residents were corroborated. Figure 6 shows how the plume lies di-
rectly below the houses that registered complaints. Because the data sets were taken at
different points in time, it was difficult to draw any conclusions using them, but one can
see the utility of such coverages if the data were concurrent.

From the plume coverages alone, an investigator could learn about any plume
movement. Figure 7 shows three plume coverages for three different testing times in
1990. Just by viewing the coverages, an investigator can see plume thickness and move-
ment. This could aid in remediation actions or point out possible exposure points.

Again, all of the coverages and tables created can be manipulated. This means an
investigator can add new data points, new data, and create new plume coverages based
on such data. The coverages created by this project provided a framework for future
GIS work on this particular project site in Hartford.

A GIS ANALYSIS OF INDUSTRIAL POLLUTION IN HARTFORD, ILLINOIS 153

Figure 6 Air sample locations and plume coverage.



Conclusion

GIS is a powerful public health tool that can only get stronger with time. Some issues
that need to be addressed to expedite this growth include easier access to software,
more refined software, and increased conversion of environmental and public health
data into GIS form.

The software used for this project costs approximately $2,000. While this may not
be a lot for some budgets, it will often be considerable for slim public health budgets.
Costs can also rise if an organization wishes to run a UNIX-based system. Interagency
sharing of data and software can cut back on these kinds of problems. For example, in
this project, IDPH had minor GIS capability compared with IDNR or IEPA. It was only
with cooperation between these agencies that data were obtained and software was
made available. Once GIS’s potential is fully recognized in the public health arena, we
may see room made in agency budgets for such work.

Another issue that arises when using GIS for public health is the capabilities of the
existing software. Because most of the past use of GIS has been by geographical and
natural resource-based groups, the software is not tailored for public health investiga-
tions. The statistical power of GIS software is weak, and this is limiting for public health
users (6). A public health investigator would be better off doing statistical analysis in a
different software such as SPSS, SAS, or Excel. One good attribute of the ArcView 3.0a
is that data are readily compatible with the aforementioned software. Again, once GIS
use in public health increases, the demand for more powerful public health software
will increase and so should the reality of such software.

Data are always the key to using GIS. Most projects will only be limited by the type
and amount of data they possess. The process of data collection, conversion, and main-
tenance is a full-time job but is necessary for the success of GIS projects. Again, the time
and financial hurdles can be minimized through data sharing and communication
between agencies using GIS.

Specific to this project was the fact that there were not enough data or sufficient up-
to-date data to make any solid conclusions about the site at Hartford, Illinois. One
could, however, compare these data with past studies done on the site using similar
data to see if similar trends could be observed. For this software to be useful to this
project in the future, more air samples and concurrent groundwater samples are
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Figure 7 Tracking of 1990 hydrocarbon plume data.



needed. This will require agency funding and community cooperation, both of which
were poor for this site study.

Even though the data sets were limiting for this site, it provided a testing
ground and classroom for how GIS coverages can be used as yet another tool in health
assessments.
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Abstract

Environmental epidemiology evaluates associations between environ-
mental exposures and health outcomes, with the purpose of further under-
standing the etiology of disease. An important component of such studies is
exposure assessment. In many studies, exposure of participants over a rela-
tively long period of time or large geographic region must be reconstructed.
Such studies could be improved using technology based on geographic infor-
mation systems (GIS). The purpose of this paper is to discuss the strengths and
caveats of this use of GIS. For example, one strength is the ability to store,
process, and analyze exposure data and other information about the study
participants with spatial precision. This capability allows the researcher to ac-
cess information that cannot always be ascertained in a traditional epidemio-
logical study design. A good example of this is a study in which indirect
exposure to environmental chemicals is being assessed for persons living in a
highly integrated residential and agricultural or industrial landscape. It is un-
likely that exposure to contaminants in such an environment could be accu-
rately classified using traditional epidemiological methods such as survey
questionnaires. This is because most people living in such landscapes have no
knowledge of the chemicals being used and discharged into their environ-
ment. Using GIS-based technology, a researcher could locate sources of target
compounds and calculate an exposure metric for each participant. Examples of
such applications of GIS technology are presented in this paper. The caveats
for applying a GIS in an exposure assessment do not differ substantially from
other application areas for this technology. The user must be aware of carto-
graphic issues, including scale and resolution. The accuracy of the data, the
uncertainties in the analytical process, and the interpretation of the results re-
main important considerations in all GIS applications. This paper will illus-
trate the capabilities of a GIS for use in exposure assessment by applying it to
an environmental exposure assessment for agricultural chemicals.
Recommendations concerning the future of this technology in environmental
health sciences will also be discussed.

Keywords: exposure assessment, epidemiology, risk, environmental
health, remote sensing

Introduction

Environmental epidemiology evaluates the association between environmental expo-
sures and health outcomes with the purpose of further understanding the etiology of
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disease. The term “environmental” implies a spatial component of the exposure metric
used in the epidemiological study. In fact, a shortcoming of some environmental epi-
demiological studies has been that they do not locate subjects in the context of their true
environment, which can often bias the exposure assessment.

This deficiency is demonstrated in the early history of health assessments of haz-
ardous waste sites in the United States, conducted after the enactment of federal regu-
lations to control environmental pollution. A National Research Council review of
epidemiological studies of such sites concluded that misclassification or poor exposure
metrics was a principal source of error (1). A review of the epidemiological studies in-
dicated that, in most cases, exposure was defined as living within a specified distance
of a hazardous waste site with little regard for fate and transport mechanisms of the
study’s target contaminants (2). None of the studies used computer modeling in their
exposure assessment.

The advent the use of geographic information systems (GIS) in public health appli-
cations has greatly enhanced the capability to examine associations between environ-
mental agents and disease. The purpose of this paper is to describe how GIS can be used
in exposure assessment, as well as the strengths and caveats in applying GIS technol-
ogy in this context.

Methods in Study Design

A GIS is, by definition, a database in which the information is spatially registered.
However, a GIS not only maintains spatial registration, but displays the information in
a mapped context. This is a major departure from the realm of numerical tables used in
traditional epidemiology. A simple example of the power of maps can be demonstrated
by visualizing a table composed of a list of travel destinations in the state of Colorado
and their respective locations identified by latitude and longitude. Can you imagine
trying to plan a vacation based on this type of information? This is the format of data
typically used in the planning and implementation of exposure assessment for envi-
ronmental epidemiological studies. As a result, the exposure assessment “plan” for
most epidemiological studies is derived without the benefit of understanding the spa-
tial context of the environment being studied and the ramifications of these data on the
outcome of the study.

A good example of these issues can be found in epidemiological studies of agricul-
tural workers. Most such studies are restricted to workers who use agricultural chemi-
cals in their profession. The exposure metrics used in these studies are typically derived
from a set of questions asked of the applicator concerning the type, frequency, and du-
ration of chemical use. Many intensive agricultural regions of the country, however, are
composed of a highly integrated landscape of agricultural and residential land use. In
most cases, the inhabitants of these residences do not work directly in agricultural pro-
duction. They may also be composed of more vulnerable populations such as children,
women and men of child-bearing age, or elderly people. As such, they may be a more
valuable population to study than agricultural workers if we want to get a true sense of
the association between exposure to agricultural chemicals and certain disease out-
comes. A traditional interview-based approach to studying this larger population is
most likely doomed to failure. It is highly unlikely that individuals would have any
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knowledge of the types of pesticide used on the fields next to their residences or details
about their use.

We have recently demonstrated the utility of a GIS in identifying populations pos-
sibly exposed to pesticides from agriculture (3). In a feasibility study, we demonstrated
that satellite imagery could be used to reconstruct historical crop maps, and that crop
type could be used as a surrogate for pesticide exposure. We used historical Farm
Service Agency records as a source of ground reference data to classify a late summer
1984 satellite image into crop species in a three-county area in south central Nebraska.
Residences from a population-based case-control study of non-Hodgkin’s lymphoma
were mapped using a GIS. Twenty-two percent (22%) of the residences were within 500
meters of one of the four major crops, an intermediate distance for the range of drift ef-
fects from pesticides applied in agriculture (4,5). Using information from pesticide sur-
veys, we identified the crop pesticides that were used most frequently on those crops.
This feasibility study demonstrated that a GIS coupled with remote sensing data and
historical records on crop location can be used to create historical crop maps. It also
showed that probable exposure to crop pesticides near a residence can be estimated
when information about crop-specific pesticide use is available.

Exposure, in the purest sense of the word, is the dose of a target substance that
reaches the individual being studied. Because measurement or reconstruction of dose is
virtually impossible, most environmental epidemiological studies use a surrogate
measure of exposure. A useful surrogate of exposure is a variable that is correlated with
the true exposure of interest. For example, in the study described previously, the expo-
sure measure is the crop area in proximity to an individual’s residence. It is assumed,
based on information from other studies, that this variable correlates with exposure to
pesticides commonly used on the crops and thus is a useful surrogate for exposure. The
surrogate exposure measure could be improved if the type and amount of pesticide ac-
tually applied to the crop fields was known. Further improvements could be made in
the classification of exposure by taking into account factors such as the application
method and usual wind direction and speed at the time of application.

Geographic principles concerning scale and resolution must be considered when
using GIS in exposure assessment for epidemiology studies, especially if a surrogate
variable is being used to define exposure. Definitions of cartographic variables that
could affect the utility of a GIS in exposure assessments are presented in Table 1 from
Lam and Quattrochi (10).
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Table 1 Definitions of Cartographic Variables

Cartographic Variable Definition

Cartographic scale Relates size of a feature on the ground to size of map feature

Operational scale Scale at which process of interest occurs

Spatial resolution Grain or smallest distinguishable unit

Geographic extent Size of study area



Resolution
Resolution is a very important concept in the application of GIS in environmental epi-
demiology. Suppose, for example, that health data used in the Nebraska study cited
above were only available as cancer incidence rates at the census tract level instead of
having residence location at the time of diagnosis. The exposure data would also have
to be aggregated to the census tract level for the data analysis. This would have greatly
compromised the utility of having exposure assessment data at a resolution of less than
500 meters.

The converse of this situation can also occur. In a recent study concerning child-
hood leukemia and pesticide use by Reynolds (6), the researchers were able to map
health outcome data at the residence level. However, the exposure metric used in the
study was pesticide use reported at a resolution of 1 square mile (640 acres), which is
the reporting unit for the California Pesticide Use Reporting database (PUR). Thus, the
exposure metric used in the study was much coarser than the health data because of the
difference in resolution of the two datasets.

An example of the effect of resolution on exposure assessment in an agricultural
production landscape is presented in Figure 1. In this figure, we demonstrate different
methods that could be used for estimating potential exposure to a residence from agri-
cultural chemicals as the spatial resolution of information increases. Plate A in Figure 1
is an example of the data resolution available to the Reynolds study described previ-
ously (6). In this case, pesticide use data are reported at the level of resolution of 1
square mile (640 acres). From the PUR, we know that atrazine was applied to 300 acres
out of a total of 400 acres of crop land. However, no information is available from the
PUR on the location of crops. As a result, even if the residence can be geocoded, the
probability of exposure can only be defined as equal for all residences because crop lo-
cation data would be necessary for further refinement of the exposure metric. Thus, as
shown in Plate A, the probability of potential exposure (defined as the ratio of acres
where pesticides were applied to total possible acres) is 300/640, or 47%. In Plate B, res-
olution of exposure data is refined by including crop map data. In this case, probability
of exposure can be based on whether a residence is located within an agricultural pro-
duction area (400 acres). Because the total possible acres is now reduced from 640 to 400
in the study area, the probability of potential exposure for the residence located within
the agricultural land use zone is 300/400, or 75%. By this method, the residence located
outside the agricultural land use zone is considered unexposed.

Further refinement is achieved in the example in Plate C. In this case, a proximity
metric is employed to ascertain potential exposure to a residence. Application of this
procedure is described by Ward and Nuckols et al. (3). In their study, the proximity met-
ric was based on the distance of potential drift of pesticides for the type of agriculture
used in the study area (4,5). By this method, residences that would be classified as “un-
exposed” by the method in Plate B could be assigned a probability of potential expo-
sure based on the extent of pesticide use within the designated buffer zone around the
residence. Plate D in Figure 1 is an example of how the area of exposure to agricultural
chemicals can be further refined using computer-based fate and transport analysis. In
this example, a dispersion model for fugitive chemicals migrating from an agricultural
field is employed to determine the gradient of concentration in the local environment.
Other models that could be used include dispersion models for chemical drift in the at-
mosphere and hydrologic models for estimating the dispersion of chemicals in
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groundwater. Application of this technique for primary drift of agricultural chemicals
from a spraying operation is described by Miller et al. (7).

Operational Scale
Operational scale is inherently tied to the resolution of the data that one uses because it
dictates the resolution at which the exposure metric needs definition. For example, in
the Nebraska study we used scientific literature concerning pesticide drift to determine
that 500 meters was reasonable as an assumed distance at which drift would occur for
the agricultural spraying practices that were prevalent in our study area. Thus, 500 me-
ters became the operational scale at which we needed to be able to detect a change in
cropping patterns in the area around each of our target residences. This example also
points out the importance of selecting an operational scale based on scientific informa-
tion about the exposure of interest, not just some arbitrary cutpoint.

Geographic Extent
Geographic extent is another important concept relevant to the application of GIS tech-
nology to exposure assessment and environmental epidemiology. Use of a GIS forces
the placement of boundaries on the system being studied. Because exposure is in most
cases a very dynamic process, the location of these boundaries can significantly affect
the outcome of a study and the conclusions one might draw from the results. We
demonstrated this in a recent health assessment study concerning a hazardous waste
site near Denver, Colorado (8).

In this hazardous waste case, we were charged with determining whether residents
living in the community adjacent to the site were being exposed to fugitive contami-
nants from the site. We concentrated on groundwater as the principal route of exposure.
Over a period of several years, we used a series of metrics to classify exposure in this
population. Each metric was a refinement of the previous one (i.e., starting with prox-
imity and ending with modeling of contaminants in the water supply). With each re-
finement, the evidence became more convincing that contaminants that had been
identified on the site were indeed present in the environment of the study population.
Some of the groundwater modeling data, however, did not confirm the hypothesis that
our site was the source. By extending the geographic extent of our GIS by just a few cen-
sus blocks, we found that the actual source of the contaminant was another hazardous
waste site located nearby. [A workshop on this issue, which uses this study as an ex-
ample of the issues of scale and resolution in the application of GIS technology in ex-
posure assessment, can be viewed at http://ehasl.cvmbs.colostate.edu (9).]

Systems Analysis
GIS is not only a tool with applications to exposure assessment and environmental epi-
demiology, it is a process. Once the geographic extent of the study area is defined, a GIS
can be used to characterize the system of interest in terms of geophysical variables that
might affect the study. For our agricultural chemicals example, this might include
building layers of data in the GIS that describe the soils, geology, water supply, and me-
teorological and topographic factors related to pesticide transport phenomena. Sources
of the target contaminant(s) can then be located within the system, and fate and trans-
port algorithms can be applied using input data from the GIS. Some functions in GIS
software (such as network modeling) can be used to predict fate and transport, but for

162 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



the most part, simulation models for the particular transport medium under consider-
ation will be required. Most simulation models have output files that can be imported
into a GIS and the results displayed with some programming effort. The resulting maps
of results for different media or sources can be overlaid and a composite exposure met-
ric derived using standard functions in most GIS software. In a like manner, demo-
graphic and other information concerning the study population can be stored and
manipulated in a GIS. The investigator can then test different scenarios using these ex-
posure and other datasets to conduct epidemiological analyses. 

It is important, however, to follow a standard scientific protocol in applying GIS as
an analytical process. By this we mean that the study hypothesis should be defined and
have biological plausibility. Having biological plausibility means that a biological basis
for an association between the target substance in the exposure assessment and the dis-
ease or health outcome proposed for the study can be demonstrated. This plausibility
can be based on evidence from toxicological studies or previous epidemiological stud-
ies. The exposure assessment should also take into account other factors that may be
correlated with the exposure and health outcome of interest (confounding factors). An
example of a confounding factor in a study of an association between a specific pesti-
cide exposure and a disease would be another pesticide that had a similar pattern of use
and was also associated with the disease.

Other important considerations in epidemiological studies using GIS are data con-
siderations and validation of the exposure metric. There is a rule of thumb that up-
wards of two-thirds of the resources in a GIS project can be consumed in database
preparation, geocoding, and quality assurance/quality control. Thus, it is critical in the
design phase of a study to have a clear understanding of the data that are available and
the data collection effort that is required. Validation of the exposure metric can be ac-
complished by comparing predicted versus simulated exposure variables in a field
study. Validation in most cases should be site-specific. That is, the researcher should
avoid the assumption that because a simulation model worked in one study area, it
works in all study areas.

Discussion

Strengths

The use of GIS in public health applications is in its early stages of development, and
there are many considerations that should be taken into account as one attempts to use
the technology. There are also a number of research issues that need to be resolved by
the scientific community. Our experience indicates that GIS can strengthen an environ-
mental epidemiological study. When appropriately used, the technology allows the in-
vestigator to take the subject out of a numerical format and into a mapped database that
can be more reflective of the subjects’ environment. This can result in better study de-
sign and exposure assessment.

Caveats

The multiple databases in a GIS that describe the environment can be used as input to
more precise exposure models. However, there are a number of caveats in this applica-
tion of GIS technology. Perhaps the foremost caveat is that, if after calculating the geo-
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graphic extent at which the study needs to be conducted1 there are insufficient data at
the scale and resolution necessary to correlate the exposure metric with the disease out-
come, one should be very cautious in using a GIS.

Another important caveat in the use of GIS in exposure assessment and epidemiol-
ogy is consideration of the uncertainty associated with the data. The power of a GIS is
the ability to handle multiple datasets, or layers of data. It should be understood, how-
ever, that each of these data layers contains a certain degree of uncertainty. As the user
adds more and more layers to the exposure metric, this compounds the uncertainty as-
sociated with the final product. How to express this uncertainty in a GIS database and
carry it through the analytical process is an important research issue for the GIS com-
munity. It is important that every effort to incorporate uncertainty in the metric be
made and that this information be provided to the epidemiologist. Misclassification of
exposure, when it is nondifferential by disease or exposure status, dilutes the risk esti-
mates and causes associations to be missed. An assessment of the uncertainty in the ex-
posure variable is important so that the effects of misclassification of exposure on the
risk estimates can be assessed.

Data interpolation, defined as the estimate of data values between locations of ac-
tual measurement, is another important issue in the application of GIS technology to ex-
posure assessment. An example of such error is the interpolation of water quality data
from wells across a geographic region. In an epidemiological study, the location of the
study participants using wells and the locations of the wells for which there are water
quality data may not coincide. One approach for assigning exposure is to apply an in-
terpolation algorithm to the well data, creating isopleths of water quality values for
points in between. These derived water quality values are then assigned to the wells of
study participants where measured water quality data are not available. A caveat in
using such techniques is that the spatial distribution of a substance in groundwater is
highly dependent on the geophysical and hydrogeologic characteristics of the aquifer
medium. Thus, if the investigator does not include this information in the interpolation
procedure, the exposure metric assigned to a subject with missing data can be signifi-
cantly in error.

Research Issues

There are a number of issues to consider in applying GIS technology to exposure as-
sessments for environmental epidemiological studies. To date, most of the applications
of this technology have been “retrofitted” to previously conducted epidemiological
studies where a GIS was not considered in the original study design. To truly evaluate
the potential use of this technology, its utility in both the design and analytical phases
of epidemiological studies should be considered. One means for conducting such re-
search would be to establish a set of long-term research sites such as those established
for ecological studies by the National Science Foundation (NSF). Long-term ecological
research sites were established by NSF to inventory ecological resources and to under-
stand ecological processes that affect these resources within a specified geographic area.
Subsequent research projects can then be conducted on the site to develop tools for un-
derstanding changes in the ecology. The technology for these tools can then be trans-
ferred for use in other ecological regions. By applying this approach to public health,
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GIS-based surveillance and analytical methods—for both long-term and “rapid-re-
sponse” needs—could be developed that might improve intervention efforts.

Database development is a huge front-end expenditure for a GIS. It stands to rea-
son that such an investment, especially for an application that is still very much in the
research stage, should be made in sites that have long-term and multipurpose research
potential. In fact, NSF has allocated $1 million to the development of a system of ob-
servatories in human-dominated ecosystems where long-term studies of critical eco-
logical processes will be initiated (11). Additional support will be applied to the study
of urban communities. Perhaps this is an opportunity for NSF and the National
Institutes of Health to collaborate on a GIS-based research initiative.

Finally, there is a need for a support mechanism for strong interdisciplinary collab-
oration in the field of exposure assessment and environmental epidemiology. GIS
provides a powerful platform that can be used to bridge disciplines. There are few op-
portunities, however, for obtaining funding for research concerning the development of
exposure assessment methods with direct application to epidemiological studies.
Though most agencies tout interdisciplinary research as a planning objective, little ef-
fort has been made to establish programs and proposal review sections that incorporate
an interdisciplinary perspective, much less a knowledge of GIS technology.

Conclusion

There have been many advances in public health over the last century. GIS technology
has the potential to revolutionize the way we approach exposure assessment in envi-
ronmental epidemiology, the way we conduct health surveillance programs at the local,
state, national and international levels, and the way we report health and environmen-
tal data to our citizens. To succeed with such lofty goals, we must be sure that the lim-
itations of the technology are considered and that the use of GIS is based on sound
scientific principles.
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Abstract

Unlike in the United States, environmental lead in Australia and the dan-
gers it poses to small children are generally not regarded as a major public
health issue. However, the results of a recent national survey, which found that
only 7.3% of children under 5 years old had blood lead levels (PbB) over 10 mi-
crograms per deciliter, are questionable due to insufficient attention given dur-
ing sampling to the geography of urban housing and risk factors. Geographic
information systems (GIS) can address such variation, and based on the spatial
distributions of known risk factors, can identify areas, streets, and even indi-
vidual dwellings with a high probability of high environmental lead levels.
Predictions can then be validated with atomic absorption spectrometry analy-
sis of blood or dust samples. Preliminary results based on GIS analysis of a
metropolitan digital cadastral database and its associated housing data and the
spatial distribution of relevant entities, such as childcare centers, suggest that
the prevalence rate of elevated PbB in one major Australian city is significantly
higher than was reported in the national survey. This analysis will form the
basis for a model predicting the presence and risk of environmental lead for
any city. It also offers a means of targeting further investigation of lead expo-
sure, using small-area census data to estimate the number of children at risk
more accurately, and selecting areas for future sample surveys. Developing a
cost-efficient and accurate method of modeling lead exposure risk to children
is a task to which GIS is clearly well suited.

Keywords: pediatric blood lead levels, risk, urban, socioeconomic status

Introduction

The issue of elevated blood lead levels (PbB) has not received the detailed attention in
Australia that it has in the United States. There are many reasons for this. One is the per-
ception among health authorities and the lay public that environmental lead is not a
major concern, especially in relation to other preventable and more manageable child-
hood illnesses. Despite this perception, it has been suggested that lead poisoning is prob-
ably more common than most of the diseases routinely screened for in childhood (1).
Another reason is the political difficulty in addressing the issue of lead, especially where
the lead industry is important to the local economy, as is the case in South Australia.

While Australia has the same risk factors for elevated PbB as the United States,
there may be some differences between the two countries in the relative importance of
these factors. In Australia, it has taken eight decades for the lead content in paint to be
reduced in increments to its current levels, though the danger was recognized in the
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Australian state of Queensland at the turn of the century. (Most Queensland housing is
painted timber, thus maximizing the amount of lead paint in children’s environments).
The lead content of paint was not reduced in the United States until 1978 (2). On the
other hand, the phasing out of leaded gasoline in Australia began in 1986, but its sale
was made illegal in the United States in 1976 (3). In 1996, 38% of Australian vehicles still
used leaded gasoline, while 45% of vehicles in the state of South Australia still used it.
Many households with these vehicles are of low socioeconomic status and low income,
and cannot afford to purchase and run later-model cars. People in lower-socioeconomic-
status households are also more likely to work in industries involving and handling
lead. It should be noted that South Australia’s economy has been depressed in relation
to the other Australian states for several decades and that South Australia has a strong
base in manufacturing and light and heavy industry. The only Australian state that has
a higher rate of leaded gasoline usage than South Australia is the economically de-
pressed state of Tasmania. South Australia was also the last state to achieve the recom-
mended lead level of 0.2 milligrams (mg) per liter for “unleaded” gasoline in October
1996 (4).

While there may be differences in the relative importance of the different sources of
lead between Australia and the United States, in terms of previous findings and out-
comes, there appears to be little difference between the sources of elevated PbB per se.

Lead is both a health problem and a social problem. As an industrial, urbanized
country, Australia is no stranger to the known risk factors such as old paint in older
housing, residential proximity to industries using lead, and household cleanliness.
Many other lead risk factors involve individual behavior, such as hobbies involving
lead, a child’s tendency toward pica, and nutritional status. However, the literature to
date has shown that a great deal of the lead involved in childhood lead poisoning
comes from a child’s environment. The source and distribution of this lead is thus be-
yond the control of individual households and parents. The main source of ingested
lead in urban residential areas is usually paint in older housing. More than 3.5 million
houses in Australia were built before 1971, when paint typically had high levels of lead.
In general (though there are variations between the states), Australian paint contained
up to 50% lead until 1950, when lead in paint was reduced to about 10%. The concen-
tration was further reduced to about 1% in 1970, to 0.25% in 1992, and then to 0.1% in
December 1997.

The literature generally agrees that the age of housing is a good indicator of the
presence of old (leaded) paint. It has been found, for example, that Canadian children
living in homes built in or before 1945 had an average PbB 62.3% higher than that of
children living in homes built since 1975 (5). Australia’s National Survey of Lead in
Children (NSLIC) (6) also found a relationship between age of housing and PbB, even
though the data for house age were based on estimates by interviewers and respon-
dents rather than official sources (3). Even where children do not reside in a dwelling
likely to have high levels of environmental lead, it is still important to identify such
dwellings. In some cases children’s elevated PbB are derived not from their own resi-
dence but from other residences in their community (7). Some dwellings are also
contaminated by lead paint in adjoining dwellings via airborne and mechanical
transport (8).

The status of the lead problem in Australia is difficult to ascertain. No direct
comparisons between the United States and Australia are available. Prevalence rates for
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PbB in the United States are based on the 1-to-5 age group, while the NSLIC—the only
large-scale survey of PbB in Australia—examined children aged 1 to 4. Moreover, the
use of mass screening programs in the United States over many years makes it possible
to calculate reliable prevalence rates. Australia does not have any ongoing screening
programs at all, except in the South Australian lead smelter town of Port Pirie. With
these caveats in mind, however, the prevalence of elevated PbB (0.49 micromoles per
deciliter [µmol/dL] or 10 micrograms per deciliter [µg/dL]) among 1- to 4-year-olds in
Australia was found to be 7.3%. This represents approximately 75,000 children. The
prevalence rate for American children in 1994 aged 1 to 5 is 8.9% (9). The finding that
the prevalence rate in Australia was only 7.3% meant that the prevalence of elevated
PbB was much lower than the Australian target prevalence of 10% by 1998, which was
set in 1993. Some Australian health authorities have treated the low prevalence of ele-
vated PbB in Australian children as a sign that there is no need to act to prevent lead
exposure. Yet it has been shown that one-quarter of children within a 10-kilometer ra-
dius of the Sydney city center had elevated PbB in 1995 (10), as did a quarter of children
in a working-class area in Perth, Western Australia, in 1994 (11).

There are clear social processes that result in excessive exposure to lead. The link
between gentrification and childhood lead poisoning is supported by several studies
that have found that the highest levels of blood lead are among children from the higher
social strata, although the prevalence rate is higher among the lower-socioeconomic-
status groups (12). The NSLIC found that most children with elevated PbB were socially
disadvantaged (3), although an American survey found that 30% of urban infants (aged
up to 1 year) with high socioeconomic status had PbB over 10 µg/dL (13). Although
other studies agree that lead poisoning is found in all types of communities, it has been
found that children in lower-socioeconomic-status areas were 7 to 10 times more likely
to have lead poisoning (14). It is also significant that many of the households under-
taking renovation of older housing (and who live in older housing either because of the
price attraction of older inner-city housing or the investment potential of older housing
in more upmarket areas) are young couples, including pregnant mothers and couples
with young children. It has been observed that “renovation tends to impact on the most
sensitive population” (8).

The fact that lead poisoning continues to occur in Australia shows that it is still a
problem. The risk factors for lead poisoning are well known but research identifying the
precise locations of these factors has yet to be undertaken in Australia. In the absence
of blood testing—which measures only recent ingestion, not long-term exposure—
other researchers have attempted to use questionnaires to predict elevated pediatric
PbB. Results have shown the questionnaires to be not much better predictors than
chance (13,15–18). There is a need to develop an alternative method of identifying chil-
dren at risk. Because we are unable to identify the locations of individuals, the next best
option is to identify precise areas that are likely to have hazardous levels of environ-
mental lead. This is a task to which GIS appears well suited, given its capacity to inte-
grate and query a variety of different datasets on a precise spatial basis. Some studies
(19,20) that have used coarse spatial units (namely postcodes or local government areas
[LGAs]1) to examine the spatial distribution of PbB suggest that geographic location is
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not of significant predictive value, but the small body of American research using GIS
suggests otherwise (21–25).

It is obvious that the use of mass screening programs like those practiced in the
United States would be a major expense for the Australian health system. Yet there are
variations, spatial patterns, and concentrations of lead risk factors, and thus in elevated
PbB, that might make targeted programs worthwhile. Hence the use of geographic in-
formation systems (GIS) in examining this public health problem. GIS technology has
an important role to play in identifying the areas most likely to have high environmen-
tal lead levels—even though the prevalence of elevated PbB may be low in aggregate
terms, these areas do exist. Random sample surveys have been useful in identifying
the risk factors, and have shown that many of these risk factors have a characteristic
spatial distribution or locational element.  We may not need GIS to identify low-
socioeconomic-status areas, but GIS enables us to identify individual addresses within
those areas. It can also identify high-risk dwellings that may be nestled within an ap-
parently low-risk area.

Risk is a two-dimensional concept, involving, first, the possibility of an adverse
outcome and second, uncertainty over the occurrence, timing, and magnitude of that
adverse outcome (25). If either is absent, then there is no risk. In the case of environ-
mental lead, the presence of known markers or indicators shows there is a possibility of
an adverse outcome. Whether lead poisoning actually occurs depends, of course, on the
presence of children, while its timing and magnitude depend on a number of less read-
ily measured factors such as the amount of time spent in the hazardous location, nutri-
tional status (particularly iron, zinc, calcium, and fat intake), hand-to-mouth behavior,
and the frequency and efficacy of household cleaning and vacuuming. The pathways
by which lead enters the human body are undeniably complex, but it is nevertheless
useful to consider using the presence of lead indicators and their spatial distribution as
one way to estimate risk.

Method

Selection of Case Study Areas

For several reasons, South Australia is a useful area for a case study to demonstrate the
use of GIS in identifying areas at risk for high environmental lead. According to the
NSLIC, South Australia has the second highest mean PbB in the country (the Northern
Territory has the highest level, but this is based on fewer than 20 cases) (6). South
Australia’s capital city of Adelaide is a relatively small city (1 million people), thereby
facilitating travel for fieldwork and minimizing study costs. Another reason to select
Adelaide is that networks already exist between Flinders University’s Key Centre for
Social Applications of GIS and relevant government and university departments.
Figure 1 shows the locations of Adelaide and South Australia.

The original aim of this study was to examine the entire city. However, it was found
that the database management system simply did not have the capacity to store all of
the data required for the whole metropolitan area. Thus it was decided to select two
LGAs as pilots with a view to extending the analysis to the whole city, one LGA at a
time, after the methodology was established. (The Adelaide metropolitan area has
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approximately 30 LGAs, which vary in their level of heterogeneity with respect to so-
cioeconomic status and land use.)

The two LGAs selected as case studies are Port Adelaide-Enfield LGA and Mitcham
LGA (Figure 2). Both areas are located at similar distances from the central business dis-
trict and have similar urban development histories, but have completely different so-
cioeconomic profiles (Figure 3). They were selected because there is significant
socioeconomic and housing type variation within as well as between them, so using
them demonstrates the ability of the GIS to target specific small areas. 

A high level of both heavy and light industry and a higher proportion of public
housing than Adelaide as a whole characterize Port Adelaide-Enfield. Much of the LGA
was settled in the first half of the century, although most of the public housing was built
in the postwar period. Mitcham was also settled in the first half of the century but is lo-
cated in a more desirable part of Adelaide. Its land use is mostly residential, with some
commercial districts and little light industry.

Although both areas have a relatively old age structure (in relation to Adelaide as
a whole), they both have experienced substantial levels of gentrification over the last
two decades. This is consistent with the character of the housing in the two areas—
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older-style cottages and bungalows have become popular and are increasingly in de-
mand, particularly among higher-income professional households. However, the hous-
ing in Port Adelaide-Enfield is also low-priced and attractive to many low-income
households, such as publicly housed households and some first-time home buyers.

Software and Hardware

ARC/INFO Version 7.1 (ESRI, Redlands, CA) was used on an IBM RS 6000 Unix work-
station.

Datasets

Most of the risk factors identified in the literature are already represented in existing
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datasets constructed for various other purposes. All that remains is to bring them to-
gether on a spatial basis. In this case, four main datasets were used.

The first is the Digital Cadastral Data Base (DCDB) for South Australia, which is a
computer-based map of all land parcels in the state. It comprises approximately 800,000
land parcels, together with their legal identifiers. Associated data include street names
and boundaries of administrative regions such as LGAs, wards, suburbs, hundreds,
and counties. The South Australian DCDB is operated and maintained by the South
Australian Department for Environment, Heritage and Aboriginal Affairs (DEHAA)
but the location of the database varies from state to state. For example, there is no cen-
tralized DCDB in the state of Victoria—each local government in Victoria is responsible
for the cadastre of its area.

The DCDB is widely used by government agencies and utility companies as a basic
reference for land administration, local government administration, facilities manage-
ment, planning, and asset management. It is one of the major core spatial datasets main-
tained by the government. Each parcel has a unique identifier that can be linked to
property valuation assessments for rating and taxing purposes. It is the valuation data
that provide a wealth of information pertaining to lead risk, namely:

• The dates on which properties were constructed

THE USE OF GIS IN IDENTIFYING RISK OF ELEVATED BLOOD LEAD LEVELS IN AUSTRALIA 173

Figure 3 Selected socioeconomic status indicators for Mitcham and Port Adelaide-Enfield,
Adelaide, South Australia, 1996.



• The land use code for each parcel
• The material of dwellings’ roofs and walls
• A rating of the condition of each dwelling on a scale of 1 to 9

The two case study LGAs represented 68,000 parcels, which reduced processing time
and database management and storage considerably.

A second dataset used was the South Australian subset of the NSLIC. The original
plan was to use it to validate the predictions of the GIS. However, the NSLIC proved to
be somewhat disappointing for several reasons. One was that data on the ages of
dwellings were based on either the interviewer’s or the householder’s estimates rather
than on any reliable basis. Matching the addresses in the NSLIC with the valuation data
and the DCDB showed that in 78% of cases, the year the householder or interviewer es-
timated the dwelling was built was incorrect, by a margin of approximately 5 years on
average. Almost 90% of the households that were renting their houses made incorrect
estimates of the year their dwelling was built, with an average error of 6 years. Most of
these households lived in dwellings built before 1970. The degree of error generally in-
creased with the age of the dwelling. The average size of the error was 10 years for
dwellings built before 1920, 9 years for dwellings built between 1940 and 1960, 7 years
for dwellings built between 1960 and 1970, 4 years between 1970 and 1980, and only 1.5
years for more recently built dwellings.

Another problem was the small number of cases—only 130 cases for the whole
state. Only about half of those were located in Adelaide, even though Adelaide contains
three-quarters of the state’s population. No cases were located in Mitcham or Port
Adelaide-Enfield. In terms of showing any geographical distribution of PbB, the num-
ber of cases was too small to draw any valid conclusions. Finally, some of the questions
used in the household questionnaire were badly worded, the data on the condition of
paint varied according to whether the householder or the interviewer estimated it, and
the method of dust sample collection was not always appropriate.

Due to the continuing use of leaded gasoline in Australia, traffic flow rates were
seen as an important indicator of lead risk for nearby residences. The South Australian
Department of Roads and Transport supplied (at no charge) traffic information it had
gathered of the whole state. Somewhat surprisingly, the electronic information they
supplied did not include traffic counts associated with roads. Instead, they had hard-
copy maps labeled with average daily number of vehicles for main roads. These had to
be added to the GIS manually using the ArcEdit module of ARC/INFO. Traffic counts
for suburban streets within the two case study LGAs were available from the respective
local government engineering departments. The NSLIC defined a heavy traffic flow as
5,000 or more vehicles per day, which is very low. Thus it is not surprising that no cor-
relation between PbB and proximity to roads was found in this study. However, when
the same data were reanalyzed by the Victorian health department using traffic flows
of greater than 20,000 vehicles per day, there was indeed an association. Consequently,
the benchmark used in this study was 20,000 vehicles. Only 11 of the 133 cases in the
South Australian subset of the NSLIC had data on traffic counts and only 7 of these
were next to roads traveled by more than 20,000 vehicles per day.

The 1991 Census of Population and Housing (26) counts of the number of 0- to 4-
year-olds were allocated to residential areas within the DCDB. Here we were forced to
use averages to get around the problem of allocating areal data to individual dwellings.
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Fortunately, the situation with Australian small-area census data is somewhat better
than in the United States. Australia’s smallest areal unit is the collector’s district (CD),
which contains 220 households on average, whereas the smallest American spatial unit,
the block group, contains about 400 households. (By comparison, New Zealand’s small-
est unit is a “mesh block” of approximately 50 households and the United Kingdom’s
smallest unit contains around 170 households.)

We overlaid the CD boundaries with the DCDB and, for each CD, divided the num-
ber of children aged 0 to 4 by the number of residential dwellings shown in the DCDB.
The resulting average number of children per dwelling was then allocated to every res-
idential dwelling within the CD. In 1996, at the time of the most recent census, approx-
imately 3,000 children aged 0 to 4 lived in Mitcham, forming 5% of the total population
of that area. There were 6,300 children aged 0 to 4 in Port Adelaide-Enfield, forming
6.5% of the population. The percentage for the whole metropolitan area of Adelaide
is 6.4%.

Results

Age

The two case study areas had similar proportions of housing built before 1970. Port
Adelaide-Enfield had 81%, Mitcham 78%. This compares with 50% for Australia as a
whole (27) and 53% for Adelaide (26,28). However, Mitcham has somewhat more hous-
ing built before 1952 (34%) than Port Adelaide-Enfield (28%). Clearly, we may expect
most children in these LGAs to live in older housing; indeed, it was found that 1,200
Mitcham children under 5 (approximately 30%) and 1,150 Port Adelaide-Enfield chil-
dren under 5 (approximately 27%) live in houses built before 1952. A further 30% of
Mitcham children under 5 lived in houses built between 1952 and 1971, but around half
of Port Adelaide-Enfield children under 5 lived in such housing. This is a reflection of
the socioeconomic differences between the two LGAs. Figure 4 shows a view of the dis-
tribution of dwellings by age in part of Mitcham LGA.

Condition

According to our research, one-quarter of Mitcham dwellings are in bad condition.
Approximately 800 children aged 0 to 4 live in these dwellings. However, only a quar-
ter of bad-condition dwellings in Mitcham were built before 1952. This may reflect the
level of gentrification in Mitcham—the older houses are very popular and tend to be
quite valuable. In Port Adelaide-Enfield, 40% of housing was in bad condition, even
though Mitcham and Port Adelaide-Enfield have similar proportions of housing built
after 1952. Many of the bad-condition dwellings in Port Adelaide-Enfield were built
after 1960; there, an estimated 2,500 children under 5 live in housing built after 1960.

Land Use

All land uses identified as possible lead risks were selected using the ARC/INFO com-
mands reselect and the andselect, which were saved in an ARC Macro Language file
(ARC Macro Language, or AML, is the macro language used within ARC/INFO). Based
on the literature, “risk land uses” were defined as wholesale trade of petroleum prod-
ucts, service stations (gas stations), printing and allied industries, paint manufacturers,
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petroleum refineries, petroleum and coal products, pottery, china and earthenware, iron
and steel basic industries, non-ferrous metal industries, industrial waste disposal, ac-
tive slag dumping and mineral waste disposal, and parking lots.

Port Adelaide-Enfield was found to have 255 risk land uses; there were actually 247
land parcels involved in risk land uses, but 5 of them were engaged in multiple risk
land uses. The 247 parcels covered virtually the entire range of land uses identified in
the literature, but the most important were service stations, printing industries, whole-
sale trade of gasolineeum products, and iron and steel basic industries.

Mitcham only had 28 risk land uses, and 23 of these were service stations. We found
that approximately 20 children under 5 in Mitcham live within 50 meters of these land
uses, while 135 children under 5 live in close proximity to risk land uses in Port
Adelaide-Enfield.

Note that the buffer size was deliberately selected to be conservative because there
is little discussion of buffers in the relevant literature to date. At this stage, the shape of
the buffer is a simple circle with the land use as a point in the center, but we do ac-
knowledge that a rose diagram with an ellipse-shaped buffer taking account of wind
strength and direction would refine the buffering technique. It is emphasized that the
aim was to keep the procedure as simple as possible with the option of refining the
methodology later. Figure 5 shows the number of dwellings in close proximity to risk
land uses.

Proximity to Busy Roads

The results from the NSLIC, limited as they are, showed that the average PbB for
Adelaide children under 5 within 25 meters of roads with traffic counts of 20,000 or
more was 0.35 µmol/dL, compared with 0.27 µmol/dL for those living on quieter
streets. However, much previous research shows a strong link between PbB and traffic
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counts, so it is important to estimate how many children under 5 do live within 25 me-
ters of major roads.

There were 117 children under 5 in Mitcham (4% of children under 5 in that LGA)
within 25 meters of roads with average daily vehicle flow of 20,000 vehicles. The 25-
meter buffer is measured from the center of the road. Road widths vary; the
Department of Transport traffic data do contain information on road widths, so it is
possible to increase the size of the buffer according to the width of the road. However,
for the sake of simplicity and to construct a basic model, we used a 25-meter buffer on
all roads regardless of their width. Note that the NSLIC did not adjust distances from
roads according to road widths (which of course reflect traffic flows). This means that
the number of children in close proximity to major roads as calculated here is a conser-
vative figure. Figure 6 shows the number of residential parcels in close proximity to
busy roads in Mitcham LGA.

Even though the number of children under 5 in Port Adelaide-Enfield is double that
of Mitcham, only 151 children under 5 in that LGA (2%; i.e., proportionally half as
many) live within 25 meters of roads carrying more than 20,000 vehicles per day. This
proportion is smaller for Port Adelaide-Enfield than for Mitcham because there are
more industrial and commercial facilities than residential properties along the heavy-
traffic roads in Port Adelaide-Enfield.

In sum, it is estimated that more than 4,000 children under 5 (approximately 40% of
the population of 0- to 4-year-olds) in the two case study areas are possibly exposed to
lead risk factors. The two most common risk factors found together are old housing and
poor housing condition; these two risk factors are present for over 90% of dwellings in
the two case study areas. The relative importance of each risk factor is similar in both
case study areas, although traffic is more important for Mitcham, while risk land uses
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are more common in Port Adelaide-Enfield. Figure 7 shows a selected portion of
Mitcham dwellings identified with at least one risk factor.

Discussion and Conclusion

Validity of Methods

The validity of the GIS’ predictions as to which areas and dwellings may be classified
as high-risk or low-risk in terms of the presence or absence of lead risk factors is cur-
rently being tested using dust sample analysis. Dwellings were divided into three risk
categories based on the number of lead risk factors present—none, one or two, or more,
corresponding to no, moderate, and high risk. Approximately 100 addresses from each
group were randomly selected and letters were sent requesting assistance in the re-
search. Unfortunately, the response rate has been poor, around 20%. Much of this is re-
lated to the elderly age structure of the two case study areas—many of the
householders felt that the study was not relevant to them, while many others undoubt-
edly had security concerns. This was not helped by media reports of bogus charity col-
lectors and similar scams, which were prominent at the time the survey was conducted.

Limitations

The most obvious limitation is the lack of data on the actual addresses of the target pop-
ulation (i.e., children under 5). Confidentiality concerns mean that all identifying infor-
mation collected by the Australian Bureau of Statistics for the Census is destroyed. In
addition, these data are only collected once every five years (although this is a distinct
advantage over American Census data, collected every 10 years). However, it may be
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possible to obtain the addresses of young children via the records for immunization for
childhood diseases held by local governments and other organizations.

Another limitation is the use of dust samples in a dwelling as an indicator of PbB.
The literature is divided over the utility of dust as an indicator; however, circumstances
are such that while the value of blood sampling is appreciated, dust sampling is the
only viable alternative. The United States is fortunate in its access to good data on PbB.

The lead risk model presented here is the first step in developing a lead risk model
for Adelaide and other urban centers in South Australia. It can be refined by weighting
the factors and incorporating other parameters such as wind direction and strength,
presence of traffic lights (because the presence of stationary traffic is an important fac-
tor in airborne lead [5]), historical land use data, materials of roofs and walls, and road
widths. Even in its present form, this model would greatly improve the efficiency of any
expenditure on lead as a health problem. The model makes it possible to mail informa-
tion to specific households, rather than all households. Obviously, we cannot neglect
the role of risk factors beyond the domain of GIS, such as the cleanliness of homes and
the occupations and hobbies of parents. But the use of GIS in lead prevention programs
offers a great deal in terms of targeting of environmental lead factors. This is at least half
the battle.
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Abstract

Reno County has a population of approximately 60,000 people, 40,000 of
whom live in the city of Hutchinson. Hutchinson’s water system is dependent
entirely upon groundwater for its drinking water supply. The Equus Beds
Aquifer, from which groundwater is withdrawn, is a shallow alluvial aquifer
formed by the Arkansas River and is overlain by sandy soils. As a result, local
groundwater is vulnerable to contamination. Three of Hutchinson’s twenty
public water supply wells are not currently used due to the presence of volatile
organic compounds. In response to this threat, county and city governments
formed a wellhead protection committee to develop a drinking water protec-
tion plan. The goal of this plan is to limit, as much as possible, future threats
to groundwater. The US Environmental Protection Agency describes wellhead
protection planning as a five-step process. These steps are: form a planning
team; delineate the protection area; inventory the potential risks of contami-
nation within this area; manage the protection area; and plan for the future.
Geographic information system (GIS) software was used during the initial
consensus-building phase of this project to produce maps for use at public in-
formation and planning meetings. GIS mapping was also used to store and
display the results of the potential contamination source survey as well as the
wellhead protection zone. This protection zone was derived from a computer
simulation of three- and five-year zones of groundwater capture for each
public water supply well.

Keywords: wellhead protection, non-point source pollution, ground-
water, drinking water, source water protection

Program History

The Reno County (Kansas) Health Department, working in cooperation with the city
of Hutchinson, Kansas, established a wellhead protection (WHP) steering committee
in 1996. The Health Department has funded the WHP program with Local
Environmental Protection grants from the Kansas Water Office, along with in-kind
services from a variety of local agencies. The steering committee has formed an advi-
sory board whose function is to provide public input into each stage of the plan’s de-
velopment. Volunteers from the Retired Senior Volunteer Program (RSVP) and the
community college were trained and used to conduct door-to-door inventories that
were then used in this project to evaluate the severity of the potential risks to
Hutchinson’s water supply.

The first task facing the WHP steering committee was to determine the source of

183

* Daniel L Partridge, Reno County Health Department, 209 West 2nd Ave., Hutchinson, KS 67501 USA; (p)
316-694-2900; (f) 316-694-2901; E-mail: renocohd01@mindspring.com



the public water supply. The second task was then to describe the risks to water qual-
ity within that area. With the exception of chlorination, groundwater is not treated prior
to its use as drinking water. Program goals are:

• Identify the surface area having the greatest impact on drinking water quality.
• Identify the threats to groundwater quality within that area.
• Develop and implement a strategy of education and pollution prevention to re-

duce the impact of current activities on groundwater.
• Encourage groundwater-friendly growth and development in the WHP zone.

Problem

Hutchinson is dependent entirely upon groundwater for its source of drinking water.
Three of the 20 municipal wells are not currently used due to the presence of volatile
organic compounds. A fourth is not used because a high mineral content gives it an un-
pleasant taste (Figure 1). The city has invested many of its resources into the develop-
ment of a series of wells outside the city limits. Currently the water quality in these
wells is good. If quality concerns arise in this second wellfield, the alternative would be
the construction of a costly water treatment plant and the restructuring of the water dis-
tribution system.

Data Development and Analysis

The decision of what information to use, and how it was then tied together spatially,
was based on the need to spend as little time creating new data files as possible. Some
of the information was already complete before the project began but resided on differ-
ent systems and file structures. Two of the datasets specifically created for this project
were “zones of capture,” which identifies the WHP zone, and “potential pollutant in-
ventory,” a database created from information gathered in the door-to-door survey.
Respondents were asked for information on equipment and practices associated with
the potential for groundwater contamination. Table 1 displays the data gathered in that
survey.

Once the data were collected and developed, maps were generated that spatially
displayed the distribution of each inventoried pollutant through the WHP zone.
Fertilizer and pesticide usage were tracked according to their number of applications
per year. No attempt was made to determine if these chemicals were overapplied.
Querying the inventory database and selecting the associated parcels produced maps
showing the distribution of each potential pollutant. Approximately 85% of the 800
parcels in the surveyed area responded to the potential contaminant risk survey.
Information on the remaining parcels was not obtained due either to property owner
resistance or inability to contact the owner.

Implementation

The results of our efforts so far have shown that the major threats to the northwest well-
field now and for the near future are agricultural and suburban lawn and garden fer-
tilizer usage, and the dependence of homeowners on private septic systems. Best

184 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



DRINKING WATER SOURCE PROTECTION AND GIS IN RENO COUNTY, KANSAS 185

F
ig

u
re

 1
R

ec
om

m
en

de
d 

w
el

lh
ea

d 
pr

ot
ec

tio
n 

zo
ne

 a
nd

 s
ur

ve
y 

ar
ea

.



186 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE

Table 1 Incidence Rates of Potential Sources of Groundwater Contamination, Northwest
Wellfield Survey Area, Reno County, KS, 1996

City Potential County Potential Total Total
Parcelsa Contami- Parcelsa Contami- Parcelsa Potential

with nation with nation with Contami-
Potential Sources Potential Sources Potential nation

Potential Source Contami- in Contami- in Contami- Sources
of Groundwater nation City nation County nation in
Contamination Source Parcelsa Source Parcelsa Source Parcelsa Comments 

Fertilizer use 254 1.8b 32 1.1b 286 1.7b,c Applied to
1,715 acres

Domestic water well 110 117 87 106 197 223

Other water well 189 191 28 30 217 221

Pesticide use 130 1.2b 9 1b 139 1.2b,c Applied to 
439 acres

Septic system 12 13 79 86 91 99

Other 35 N/A 24 N/A 59 60 Primarily 
pipelines

Above-ground tank 1 4 16 24 17 28

Abandoned water well 5 7 12 17 17 24

Stream 1 1 17 17 18 18

Chemical storage 9 10 0 0 9 10

Grain storage bin 0 0 4 9 4 9

Chemical storage facility 2 2 1 1 3 3

Underground storage tank 1 1 2 2 3 3

Septage disposal 0 0 2 2 2 2

Animal feedlot 0 0 2 2 2 2

Salvage yard 0 0 1 1 1 1

Private dump 0 0 1 1 1 1

Airstrip 0 0 1 1 1 1

Cemetery 0 0 1 1 1 1

Injection well 0 0 0 0 0 0

Oil/gas well 0 0 0 0 0 0

Quarry/sand pit 0 0 0 0 0 0

Pit privy 0 0 0 0 0 0

Lagoon 0 0 0 0 0 0

Chemigation 0 0 0 0 0 0

a Parcels within survey area
b Number of applications per year
c Weighted average

N/A = Not applicable



management practices (BMPs) for both of these issues have been developed by the
steering committee and have been partially implemented by the Health Department
and Conservation District. The focus now is to increase the number of landowners im-
plementing these BMPs. This can be accomplished by increasing local funding of vol-
untary cost share programs, which reimburse property owners for a portion of the costs
of implementing BMPs; raising awareness of the problem through education; and
amending local codes to raise mandatory minimum standards of construction and op-
eration, to reduce bacterial and nitrate contamination from septic systems.

Education of the public regarding groundwater quantity and quality issues was
recognized early on as a key element to the program’s success. Toward that goal, a part-
nership with the Hutchinson School District to provide groundwater education at the
elementary and middle school levels began with the 1997–1998 school year. This pro-
gram is not just for Hutchinson but is serving as a model for the 13 other towns and
rural water districts of Reno County. What began as a program to protect Hutchinson’s
water supply has evolved into a true public health bargain that allows public water
suppliers to meet upcoming US Environmental Protection Agency deadlines to meet
Safe Drinking Water Act regulations on source water protection.
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Abstract

Portugal’s computerized Public Health National Charter is a dataset in-
cluding population health parameters, health services, and socioeconomic and
environmental factors that directly or indirectly affect human health. It pres-
ents data detailed to the administrative level of NUTS IV. The purpose of this
article is to illustrate the charter’s versatility and strength. It allows users to ac-
cess a great number of spatially referenced indicators for producing maps and
graphs and for evaluating various models. The collection, storage, and ma-
nipulation of geographic health data and other health-related information can
influence the progress of health surveillance and environmental health assess-
ment, as well as the allocation of health resources, as recognized in the
European Charter on Environment and Health. This database is more flexible
than traditional ones because it enables the user to select and modify the data
presentation options. In addition to offering a set of spatially referenced infor-
mation, the charter performs a valuable service in collecting and compiling
data from myriad sources and making it available from one central repository.

Keywords: public health, spatial analysis, health surveillance, environ-
mental health, epidemiology

Methods

Portugal’s Public Health National Charter is based on the same development princi-
ples as other geographic information systems. Criteria that were considered in its de-
velopment include characterizing potential users; determining and collecting
information for the database; designing, codifying, and installing the system; and eval-
uating its operation and use to improve its performance and value to users. The Public
Health National Charter presents data separated to administrative level IV of
EUROSTAT’s NUTS1 classification system.

Goals underlying the establishment of the charter included:

• Compiling a large and diverse dataset by collecting information from the vari-
ous entities that are directly or indirectly linked with health.

• Providing access to a wide spectrum of users.
• Integrating GIS into health and health-related issues, not only as a tool for mak-

ing maps and graphs, performing spatial analysis, and modelling, but also for
making and supporting health- and policy-related decisions.
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A driving force behind this effort is the introduction of the charter on the World
Wide Web. This will permit different kinds of users, including those directly and indi-
rectly involved with health and environmental issues, to have access to the database.

Data needs were identified through bibliographic searches. Of particular value
were those data sources of the World Health Organization (WHO), such as the Health
Environment Geographic Information System (HEGIS) project. It quickly became ap-
parent that sources containing data on health and health-related issues are voluminous.
In addition, the level of detail—NUTS IV—made the task of data collection more diffi-
cult. The enormous quantity of work to be done made it impossible to include all the
parameters initially proposed for the database.

The information used in the charter is either published, or publicly available but
not published. Data validity was assumed to be the responsibility of the sources; de-
spite the potential for some inaccuracies, it seemed preferable to use the best available
information. The spatial data were taken from the Atlas do Ambiente at the scale of
1:1,000,000 (1). Some simplifications were made so that municipalities could be repre-
sented by a single polygon. Each polygon has a designation (the name of the munici-
pality); a 9-digit code provided by the Instituto Nacional de Estatística (INE), Portugal’s
national statistical institute, composed of 3 digits for the region, 3 for the district, and 3
for the municipality; and a NUTS IV code from EUROSTAT.

A set of over 700 variables was gathered. The attribute data refer to 1996, whenever
possible. Exceptions include figures for mortality, which use data over a five-year pe-
riod to create a statistical indicator, and figures for diseases with mandatory notifica-
tion, which used data from 1994 to 1996. The application was developed using ArcView
GIS (ESRI, Redlands, CA).

Results

The simple existence of this application has opened many doors for the use of GIS in
health. In fact, Portugal’s Ministry of Health is currently constructing a geographic
database.

This article, which summarizes work presented at the August 1998 Third National
Conference on GIS in Public Health, demonstrates some the possibilities of the National
Charter database. While not a precise scientific study, it portrays the charter’s potential
value to health professionals. As an illustration, we include here one of the study pro-
files: Malta fever, or brucellosis.

Malta fever is one of the diseases with mandatory notification that, for a variety of
reasons not discussed here, is underreported. The real numbers for the incidence rate
are five to six times higher than those officially recorded.

Malta fever is a bacterial disease with both acute or chronic forms. It is related to
contact with cattle and cattle products. Infection results from the ingestion of fresh
cheese or infected meat, or from contact with secretions or other products from infected
animals. In Portugal, the main sources are cows, goats, and sometimes pigs. Fever,
weakness, and pain, especially in the joints, are characteristic symptoms (2).

To prevent this disease, it is essential to treat the milk to be consumed by humans,
to vaccinate young animals, and to eliminate all infected animals, including healthy
livestock from the same herd (3). For many reasons, but mainly because of economic
factors, this prevention program has been difficult to implement.
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In the fight against this disease, one of the main objectives is to use GIS to highlight the
municipalities where Malta fever is endemic and where the disease frequency has been
high over the years (Figure 1) (5). The variation of the incidence rate is shown in Figure
2. The municipalities that over the last three years had an incidence rate higher than
51.55 per 100,000 inhabitants were selected. These are illustrated in Figure 3 and high-
lighted in Figure 4 (7).

The active population, which is composed of those between the ages of 14 and 65,
is the group most susceptible to contracting the disease. Many inhabitants in these areas
have cattle, even if they are employed in occupations other than handling or raising cat-
tle. This makes it important to identify the endemic municipalities, and to understand
those indices that indicate higher rates of Malta fever. The charter provides ample op-
portunities for more detailed analysis than the example offered in this summary paper.

Conclusions

The development of the Public Health National Charter is a great opportunity and of
immense practical value for all types of health professionals. As with any new database,
however, it must be viewed as unfinished work since significant deficiencies remain.
Nonetheless, it represents a positive opportunity and a significant step forward in the
application of GIS to improving and better understanding health and health-related is-
sues in Portugal.
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Figure 3 Endemic municipalities for Malta fever, where the incidence rate exceeded 51.55 per
100,000 inhabitants, Portugal, 1994–1996. Source: (4).
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Figure 4 Active population index, 1995. Source (6).
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Screening for Childhood Lead Exposure Using a
Geographic Information System and Internet Technology
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Abstract

Childhood exposure to lead remains a critical health issue to the United
States population. The widespread distribution of lead throughout the envi-
ronment and the profound physiological and cognitive effects it has on chil-
dren, even at low levels, warrant an aggressive approach toward identifying
lead hazards in the environment, determining the population at risk for lead
exposure, and developing strategies to prevent exposure. In 1991, the Centers
for Disease Control and Prevention (CDC) issued a recommendation support-
ing near-universal blood lead testing of children under the age of six years.
This recommendation is currently under revision, having been criticized as in-
effective and unnecessary. Recently, the CDC has issued an updated lead
screening guidance document recommending the evaluation of individual and
residential exposure risks in order to target screening efforts in areas where
lead risks are significant. Dakota County (Minnesota) staff have developed a
geographic information system application that spatially evaluates lead
sources and returns a screening recommendation based on an individual’s risk
of exposure to lead. Health professionals can obtain an individual’s exposure
risk from an Internet Web site simply by entering a residential address. The
Web site returns an overall risk value for the specific location by incorporating
these lead risk elements. The use of a standard Web browser allows for the
cost-effective delivery of accurate and current information. The Internet server
also allows the data and application to be updated as needed at a central loca-
tion without the need to redistribute the data.

Keywords: targeted-screening, lead poisoning, environmental lead

Introduction

Childhood exposure to lead remains a critical health issue confronting the United
States population. Although this exposure, as measured by blood lead levels, has fallen
dramatically since the 1970s (1,2), significant numbers of children continue to be ex-
posed to toxic levels of lead. Overexposure to lead, however, is not equally distributed
in all segments of the population. A 1988 report by staff of the Agency for Toxic
Substances and Disease Registry (ATSDR) found that childhood blood lead levels were
significantly associated with race, family income, residence inside or outside a metro-
politan central city, and, for city residents, the size of the metropolitan area (3). These
findings are supported by the results of the recent National Health and Nutrition
Examination Surveys (NHANES), which found elevated blood lead levels dispropor-
tionately distributed among children who are “poor, non-Hispanic black or Mexican
American, living in large metropolitan areas, or living in older housing” (4).
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Within the past two decades, research on childhood lead poisoning has identified pro-
found, adverse physiological and cognitive affects from low-level exposure (5–11). The
neurotoxicity of lead is of considerable concern. Several prospective studies have iden-
tified significant dose-dependent relationships between lead exposure and impaired
neurobehavioral and psychological functioning (12–15). Followup studies of adults
with asymptomatic exposure to lead as children have demonstrated that children with
early elevated lead exposure were at risk for later educational deficiencies including
failure to graduate and poorer reading abilities (16,17). The findings of these and other
studies suggest that the deleterious effects of early childhood exposure to low levels of
lead result in profound and long-lasting impacts on learning and behavior.

In response to these data, in 1991, the Centers for Disease Control and Prevention
(CDC) issued revised guidelines for management of lead poisoning. These new guide-
lines significantly lowered the levels at which children are considered at risk for lead
toxicity (18). The guidelines led to a recommendation to screen virtually all children be-
tween the ages of 12 months and 72 months. The CDC also recommended that physi-
cians administer a five-part questionnaire in order to classify children as being at high
risk or low risk for lead exposure.

The CDC’s recommendation of near-universal lead toxicity screening for children
under six has proven to be very controversial. Critics of universal screening have chal-
lenged the necessity of the recommendation, citing the dramatic reduction of blood lead
levels in the nation’s preschool children since 1976. Two additional reasons frequently
cited are the low prevalence of elevated blood lead levels in much of the population and
the high costs of universal screening (19).

Because of these criticisms, the CDC’s recommendation has not been followed by
many primary health care providers. Relatively few children in any region of the coun-
try have been screened for lead exposure. In a nationwide survey conducted by the
CDC in 1994, only about one-fourth of parents reported that their young children had
been screened (20). In addition, a survey of New Jersey pediatricians and family prac-
titioners found that only 42% of pediatricians and 24% of family practitioners reported
screening the majority of children seen in their practice by the age of two (21).

To address these issues and to further improve the use of screening to identify and
prevent childhood lead poisoning, the CDC issued an updated lead screening guidance
document in November 1997, entitled Screening Young Children for Lead Poisoning:
Guidance for State and Local Public Health Officials (20). The guidance document
refers to the use of census tract data, personal risk questionnaires, the socioeconomic
status of patients, and other data, to identify and deliver proper services to children at
greatest risk for lead exposure.

Dakota County (Minnesota) staff have developed a geographic information system
(GIS) application to assist in the identification of populations at high risk for exposure
to lead hazards. The application combines information representing risk factors for lead
exposure, including the age and distribution of housing, location of lead-emitting
sources, distribution of lead-contaminated soils, case mapping of lead poisoning, and
demographic data. An individual’s overall lead exposure risk can be modeled and clas-
sified by incorporating the various contributors to lead overexposure as they relate to
the individual’s home address. The application is accessed using a standard Web
browser, allowing for cost-effective delivery of accurate and current information.
Dakota County is in the process of applying for funding from the Minnesota
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Department of Health through a grant from the State and Community-Based
Childhood Lead Poisoning Prevention Program, which is administered by the CDC. If
received, the funding will be used to assess the usefulness of the model and to evaluate
the risk factors employed in the model.

Setting

Dakota County is located in Minnesota, on the south side of the Minneapolis/St. Paul
seven-county metropolitan area. The county was originally settled in the mid-1850s. Its
1997 population is estimated at 330,000. It is the second-fastest-growing county in the
87-county state, and its population is younger than the statewide and metropolitan av-
erages. Though Dakota County was once largely rural, the second half of this century
has seen the intensive suburbanization of the county’s northern half. The county is
home to 40 regulated solid waste facilities, including two of the state’s largest sanitary
landfills. The county also licenses and inspects nearly 1,300 hazardous waste generators
and facilities, including a large secondary lead smelter. The housing stock is consider-
ably newer than that of the Twin Cities, with approximately 10% of the homes con-
structed prior to 1950. However, concentrations of older housing are found in cities
developed when streetcars were the primary mode of transportation, as well as in com-
munities that historically served as agricultural centers.

Overview of the Lead Exposure Risk Assessment Application

The GIS application, developed in Dakota County, is intended as a tool to help deter-
mine when blood lead testing is necessary. The application does not, however, account
for all the potential risks that contribute to lead poisoning, and health care providers
must still make their own assessments to determine whether or not to perform blood
lead testing.

The GIS application was developed in Microsoft Visual Basic and is accessed using
a standard Web browser through an Internet Web site. The Web page contains graphics,
text, and input fields. A map of the county is depicted as a graphic that can be clicked
on with the mouse to perform basic map viewing functions. A child’s cumulative risk
of exposure to environmental lead can be determined from a residential address.

Elements of a Lead Exposure Risk Model (Lead Sources)

Lead-Based Paint
Lead-based paints are considered the most significant and widespread source of child-
hood lead exposure. The influence of lead-based paint is most often related to an indi-
vidual’s place of residence. Other places, such as relatives’ homes, daycare centers, and
schools, can also serve as a source of exposure for children.

The lead content of residential paints can be generally related to their period of pro-
duction, and it is estimated that approximately three-fourths of the housing built before
1980 contains some lead-based paint. The lead content of paint was largely unregulated
before the enactment of voluntary restrictions by the paint industry in the mid-1950s.
Prior to these restrictions, paints routinely contained up to 50% lead by dry weight. In
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response to increased regulatory pressures, the lead content of paints was gradually re-
duced. By 1978, lead had been eliminated from paints produced for residential applica-
tion. For the purposes of the lead risk model, it is assumed that a correlation exists
between the year of a building’s construction and the presence and concentration of
lead in the paints.

For the purposes of tax collection, the county assessor’s office collects parcel infor-
mation that includes the property’s address, value, ownership, and building data.
Information regarding a home’s year of construction can, therefore, be determined from
the child’s home address.

Lead-Contaminated Soils
Lead-contaminated soils are also important sources of lead exposure, primarily in older,
urban residential areas. Their overall influence on lead exposure, however, is consid-
ered to be less than the influence of lead-based paint. To reflect this lesser influence, a
weighting factor is applied to this risk feature.

Soil can be contaminated by lead from various sources, including weathered lead-
based paint and the historical deposition of lead fallout from combustion sources such
as incinerators and automobiles fueled with leaded gasoline. Because lead does not
decay in the environment, deposits of lead from these sources accumulate over time in
the upper 5 cm of undisturbed soils. Urban residential soils are generally more lead-
contaminated than rural soils (18). This is because urban areas tend to have a greater
concentration and longer operational history of emission sources, as well as higher traf-
fic density and a larger stock of older housing.

The distribution of lead-contaminated soils can be approximated for urban resi-
dential areas based on the extent of urban development at a time when the inputs from
the various sources are expected to have been the greatest. For the purposes of the
model, urban areas developed prior to 1970 are assumed to be associated with greater
soil lead contamination than rural or urban areas developed after that time. The cutoff
date of 1970 reflects the enactment of regulations that resulted in reduced inputs from
lead-based paints and atmospheric fallout from automobile exhaust and industrial
sources.

Industrial Point Sources
Soils contaminated by airborne lead emissions from industrial sources can be charac-
terized as a release point with a subsequent downwind zone of influence representing
an atmospheric fallout area. A release point would be used to represent known indus-
trial emission sources, such as secondary lead smelters, sewage sludge incinerators, and
coal-fired power plants.

The extent of the plume and the degree of overall risk assumed to be associated
with a source would be based on the type of the emitting facility, the nature and quan-
tities of its emissions, the prevailing winds, and the facility’s history of operation. The
areal extent and the level of risk associated with these facilities are approximated, due
to the lack of detailed environmental studies of air and soil contamination adjacent to
these industrial emission sources.

Industrial and Solid Waste Disposal Sites
Industrial and other solid waste disposal sites can serve as significant sources of
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childhood lead exposure. Among Superfund sites, lead is the most frequently identified
hazardous substance found in completed exposure pathways. The notable presence of
lead at disposal sites is due to its persistence in the environment and its wide use and
dissemination in industrialized countries.

Dakota County has created a countywide inventory of known solid and hazardous
waste dumpsites. The inventory contains approximately 1,600 sites, ranging from farm
dumps to extensive industrial/hazardous waste dumps. It includes sites associated
with the operation of the large secondary lead smelter in the county, as well as smelter-
related industries. Dumpsites and their surrounding areas are depicted as polygons.
Dump attributes include waste characteristics, waste volume, and the potential for di-
rect contact with waste or waste-impacted soils or water. Dumpsites possessing an in-
creased potential for dispersal are assigned a buffer.

Blood Lead Level and Case Mapping
All current and available historic data regarding children’s blood lead levels have been
geocoded and included in the model. The Minnesota Department of Health provided
blood lead testing data for all children in Dakota County screened between 1994 and
1997. These data are used in conjunction with birth record data to allow for the calcu-
lation of a blood lead screening “rate” for the at-risk population residing near the target
residence. This information is provided to assist physicians in identifying areas where
lead-poisoned children are concentrated and where screening efforts are inadequate.

Data Characteristics
Lead risk features are modeled as points and polygons. Points are used to represent the
locations of known cases of elevated blood lead levels. The points are used to provide
a summary of reported test results within a defined distance from the target location.
(To protect confidential patient information, the points themselves are not shown.)
Exposure risk features such as lead dumps, residual soil lead, industrial sources, and
poverty are depicted as polygons. Parcels are also represented as polygons; the year in
which they were built is retrieved to determine degree of risk.

Polygons are also used to represent regions of influence around a feature, either by
buffering the feature itself or by representing the boundaries of a risk area such as a
neighborhood or park service area. Each feature is modeled independently, to account
for unique exposure risks associated with the lead source. Datasets are represented with
a unique hatching pattern in which color gradation is used to represent degrees of risk.
This method allows overlapping polygons to be visually distinguished and ranked.

Field verification of risk features is very important, because many features may not
have been evaluated directly for actual lead exposure characteristics. These unverified
exposure-risk features can still be incorporated into the model; efforts must be made,
however, to better define their risk attributes or characteristics, as resources permit.

Determining Lead Risk Using the GIS Model

The application was developed to allow easy access, via the Internet, to detailed infor-
mation regarding a child’s risk of lead exposure. A query is initiated by entering a stan-
dard street address in the box next to the appropriate prompt. A certain amount of
flexibility is allowed for matching misspelled street names. Because the matching
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process, or geocoding, uses a street centerline containing segments with assigned ad-
dress ranges, the address does not need to match an actual property address. This tech-
nique establishes a geographic location for any address number that falls within the
address range of a given street segment.

The Web page also includes several yes/no questions that were derived from a
sample questionnaire developed by the CDC. These questions appear as a series of
statements, accompanied by checkboxes. The user answers the questions by checking
the corresponding box for each statement that applies. The questions are included to ac-
count for potential sources of lead exposure that are not included in the model, such as
a recent move, occupational exposure, or home renovation plans. An affirmative an-
swer to the questions automatically returns a recommendation to screen.

Pressing the button labeled “Search” initiates a search for the location of the ad-
dress entered by the user. If a location is found, the program captures all risk datasets
using pre-established techniques for spatially related features. A screening recommen-
dation is calculated by adding the risk factors of these risk features. For example, the
risk values shown in Table 1 are associated with the year of construction of a residence.
As displayed in Table 1, residing in a home constructed before 1951 is cause for a rec-
ommendation to screen. The model also retrieves the average building construction
date for all parcels within a 200-foot radius of the target location and returns the count
of the structures constructed before 1941. This value is not directly incorporated into the
risk calculation, but may be useful in identifying exposure risks from improper paint
removal—for example, in cases in which the target residence is a newer home that is
surrounded by older homes.

Other polygon features including lead dumps, residual soil lead, and industrial
lead sources within 400 feet of the target location are identified and incorporated into
the overall screen recommendation. These features are assigned a corresponding risk
factor, which is applied directly to the total risk as shown in Table 2.
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Table 1 Dakota County Screening Recommendations Associated with Year of Home
Construction

Year of Construction Degree of Risk Screening Recommendation

1950 or earlier High Recommended screening

1951–1978 Medium Screen when associated with other risk featuresa

1979–present Low Screen not indicated

a Including plans to renovate or location in an area of residual soil lead

Table 2 Dakota County Screening Recommendations Associated with Environmental Sources
of Lead

Environmental Source of Lead Degree of Risk Screening Recommendation

Industrial source, lead dump, etc. High Recommended Screening

Residual soil lead Medium Screen when associated with other risk featuresa

a Including residence in home constructed between 1951 and 1978



Residing within the assigned zone of influence of a lead source returns a recom-
mendation to screen. Exposure to multiple medium-risk sources creates an additive risk
of exposure, which also can result in a recommendation to screen. When the application
completes the analysis, a dot is displayed on the map at the target location and the
screening recommendation is displayed. The map extents are changed to be centered on
the location at the same scale. The “Zoom to Location” button is provided to change the
map extents to include a 200-foot radius around the selected location.

Basic Map Functions
A list of options is provided specifying the operations performed when the mouse is
clicked over the map graphic. These include basic functions for zooming and panning.
An option is also provided for identifying locations by clicking the mouse over the map.
This allows a total risk value to be determined for specific locations, such as street in-
tersections, or for a general area if an exact address is unknown.

An index map is provided to help determine where the current view lies in relation
to the entire county. Municipal boundaries are displayed in a small index map that is
highlighted with the outline of the approximate extent of the current map view.

Client/Server Application
All map, search, and analysis operations are performed on a centralized Web server
using a custom application, which responds directly to the user’s requests. This
client/server application offers many benefits with respect to data and software up-
grades and application enhancements. In addition, the Web server application returns
a consistent representation of the model to all users on most computer platforms. The
use of Web technology also provides access to many different kinds of information
through the same interface. Background research, documentation, and other support-
ing information can be included or referenced directly through links to other Web sites
on the Internet.

Software
The software used in this application consists of a Web server, a custom executable, and
a client browser. The executable was developed using Microsoft Visual Basic and runs
on Microsoft NT Workstation. MapObjects (ESRI, Redlands, CA) is a set of mapping
software components; Visual Basic was used to incorporate basic mapping and query-
ing capabilities from MapObjects into the application. MapObjects Internet Map Server,
another set of software components from ESRI, was used to provide communications
with the Web server and for image file format conversion.

Any Web browser supporting HTML 2.0 or greater should be compatible with this
application. The use of standard HTML maximizes the number of compatible variations
of computers, operating systems, and browsers that may be available to users for ac-
cessing this application. Minimal configurations, including low-end PCs and Windows
3.1, are assumed to be compatible.

Summary

A Web-based lead exposure risk analysis application provides many benefits by mod-
eling real-world contributors to lead exposure and making this information readily
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accessible. Physicians and public health professionals will no longer have to rely solely
on an individual’s self-reported assessment of environmental lead exposure risks. They
can now use objective information to target screening efforts on those individuals who
are at greatest risk of exposure.

As additional blood lead results become available, and risk feature attributes are
better defined, widespread use of the model will serve as an effective tool in the early
identification of lead-poisoned individuals, while improving the cost-effectiveness of
lead screening efforts.

The application is easy to use. Users can retrieve the lead exposure risk for an indi-
vidual simply by typing in an address. In this fashion, localized areas possessing high
exposure characteristics can be readily identified. The model accesses parcel-specific
data; thus, pockets of elevated risk can be discerned within large geographical units
such as census tracts or zip code areas.

Supplying this application on the Internet provides health professionals with near-
universal, on-demand access to detailed data that would otherwise not be available.
The application makes available previously obtained blood lead results for others in the
vicinity of the target residence, thus providing health professionals with feedback re-
garding the prevalence of screening activity as well as the number of incidences of ele-
vated blood lead in the provider’s service area.

Use of Web server technology allows the data elements of the application to be
maintained regularly and frequently without burdening the users with file mainte-
nance. The data can also be analyzed and presented to end-users in a consistent man-
ner irrespective of computer resources. Access can be given to data derived from
sensitive patient information without compromising privacy. Research, supporting
documentation, and links to related Web sites can also be assembled and easily
provided.

Screening and early detection of lead exposure are effective means of preventing
cases of severe lead poisoning; however, many children exposed to toxic levels of lead
are not being identified. The use of GIS and Internet technology can assist in the iden-
tification of children at greatest risk of lead exposure and help ensure that exposed chil-
dren receive the necessary services.

References 

1. Brody DJ, Pirkle JL, Kramer RA, Flegal KM, Matte TD, Gunter EW, Paschal DC. 1994. Blood
lead levels in the US population: Phase 1 of the Third National Health and Nutrition
Examination Surveys (NHANES III, 1988 to 1991). Journal of the American Medical Association
272:277–83.

2. Pirkle JL, Brody DJ, Gunter EW, Kramer RA, Paschal DC, Flegal KM, Matte TD. 1994. The de-
cline in blood lead levels in the United States: The National Health and Nutrition
Examination Surveys (NHANES). Journal of the American Medical Association 272:284–91.

3. Agency for Toxic Substances and Disease Registry. 1988. The nature and extent of lead poisoning
in children in the United States: A report to Congress. Atlanta, GA: US Department of Health and
Human Services.

4. Centers for Disease Control and Prevention. 1997. Update: Blood lead levels—United States,
1991–1994. Morbidity and Mortality Weekly Report 46(7):141–55.

204 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



5. Landrigan PJ. 1990. Current issues in the epidemiology and toxicology of occupational expo-
sure to lead. Environmental Health Perspectives 89:61–6.

6. Goyer RA. 1993. Lead toxicity: Current concerns. Environmental Health Perspectives
100:177–87.

7. Needleman HL, Riess JA, Tobin MJ, Biesecker GE, Greenhouse JB. 1996. Bone lead levels and
delinquent behavior. Journal of the American Medical Association 275:363–9.

8. Kim R, Rotnitzky A, Sparrow D, Weiss ST, Wager C, Hu H. 1996. A longitudinal study of low-
level lead exposure and impairment of renal function. Journal of the American Medical
Association 275:1177–81.

9. Goldstein GW. 1990. Lead poisoning and brain cell function. Environmental Health Perspectives
89:91–4.

10. Ruff HA, Bijur PE, Markowitz M, Yeou-Cheng M, Rosen JF. 1993. Declining blood lead levels
and cognitive changes in moderately lead-poisoned children. Journal of the American Medical
Association 269:1641–6.

11. Lilienthal H, Winneke G, Ewert T. 1990. Effects of lead on neurophysiological and perform-
ance measures: Animal and human data. Environmental Health Perspectives 89:21–5.

12. Bellinger D, Sloman J, Leviton A, Rabinowitz M, Needleman HL, Waternaux C. 1991. Low-
level exposure and children’s cognitive function in the preschool years. Pediatrics 87:219–27.

13. Dietrich KN, Berger OG, Succop PA. 1993. Lead exposure and the motor developmental sta-
tus of urban 6-year-old children in the Cincinnati prospective study. Pediatrics 91:301–7.

14. Needleman HL, Gunnow C, Leviton A. 1979. Deficits in psychologic and classroom per-
formance of children with elevated dentine lead levels. New England Journal of Medicine
300:689–95.

15. McMichael AJ, Baghurst PA, Wigg NR, Vimpani GV, Robertson EF, Roberts RJ. 1988. Port
Pirie cohort study: Environmental exposure to lead and children’s abilities at four years. New
England Journal of Medicine 319:468–75.

16. Needleman HL, Schell A, Bellinger D, Leviton A, Allred E. 1990. The long-term effects of ex-
posure to low doses of lead in childhood: An 11-year follow-up report. New England Journal
of Medicine 322:1037–43.

17. Fergusson DM, Horwood LJ, Lynskey MT. 1997. Early dentine lead levels and educational
outcomes at 18 years. Journal of Child Psychology and Psychiatry and Allied Disciplines 38:471–8.

18. Centers for Disease Control and Prevention. 1991. Preventing lead poisoning in young children:
A statement by the Centers for Disease Control. Atlanta, GA: US Department of Health and
Human Services.

19. Schaffer SL, Campbell JR. 1994. The new CDC and AAP lead poisoning prevention recom-
mendations: Consensus versus controversy. Pediatric Annals 23:592–9.

20. Centers for Disease Control and Prevention. 1997. Screening young children for lead poison-
ing: Draft guidance for state and local public health officials. Atlanta, GA: US Department of
Health and Human Services.

21. Goldman KD, Demissie K, DiStefano D, Ty A, McNally K, Rhoads GG. 1998. Childhood lead
screening knowledge and practice. Results of a New Jersey physician survey. American
Journal of Preventive Medicine 15(3):228–34.

SCREENING FOR CHILDHOOD LEAD EXPOSURE 205



Refined Soil Texture Emission Factors for 
Estimating PM10

Samuel Soret, PhD (1),* Randall G Mutters, PhD (2)
(1) Geographic Information, Analysis and Technologies Laboratory, Department of Environmental
and Occupational Health, School of Public Health, Loma Linda University, Loma Linda, CA; (2)
University of California Cooperative Extension, Oroville, CA

Abstract

Airborne particulate matter of less than 10 micrometers, PM10, is a health
concern because it can bypass the body’s natural defense mechanisms, settle
permanently in the lungs, and impair lung function. US Environmental
Protection Agency guidelines recommend that the major sources of excess
PM10 be identified and quantified. In attending to regulatory demands and
public health concerns, state and regional agencies are required to develop
strategies for improving existing PM10 emissions inventories. In some areas of
California, the airborne soil originating from agricultural lands and operations
is the largest single source of PM10 particles. Specifically, land preparation and
wind erosion activities are major sources of soil PM10. Predictive factors de-
scribing these processes include a soil texture variable. Current procedures
rely on one soil texture value for the entire state. Thus, the estimates are error
prone because they do not reflect the observed range of soil characteristics.
The objectives of this study were to develop a geographic information system
(GIS) methodology for generating location-specific soil texture descriptors,
and to evaluate GIS-predicted PM10 levels with measured values in agricul-
tural areas. Selected attributes describing California soil were extracted from
the US Department of Agriculture’s (USDA’s) STATSGO, a digital soil data-
base, using a GIS. An area-weighted silt content was computed for each soil
type. A weighted average was calculated based on the area occupied by each
soil map unit in relation to the surface area. Map unit polygons delineated by
silt content were intersected with a digital database of irrigated farmland to
provide weighted averages relative to planted acreage. A standard USDA
wind erosion equation was applied on a grid-wise basis to estimate monthly
PM10 concentrations in a major agricultural zone during a non-cropping
month. Actual PM10 measurements from the state air quality monitoring net-
work were used for comparison.

Keywords: airborne particulate matter, PM10, area-weighted soil texture,
emission factor, wind erosion

Background

Airborne particulate matter of less than 10 micrometers (µm), PM10, is a health concern
because it can bypass the body’s natural defense mechanisms and settle permanently
in the lungs, impairing respiratory function. PM10’s effects are more evident in chronic
heart disease and chronic respiratory disease patients, asthmatics, elderly people, or
children, but it ultimately affects everyone. High ambient concentrations of PM10 are a
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major California air quality problem that may significantly affect public health in met-
ropolitan areas, where federal standards for PM10 are frequently exceeded.

Problem Definition

US Environmental Protection Agency (EPA) guidelines recommend that major sources
of excess PM10 be identified and quantified. In attending to regulatory demands and
public health concerns, state and regional agencies are required to develop strategies to
improve existing PM10 emission inventories.

In some areas of California, land preparation and wind erosion are major sources of
primary PM10 emissions. Over 90% of primary PM10 emissions may arise from the sta-
tionary process category. Agricultural lands and operations (e.g., tillage) may account
for more than 50% of those primary PM10 emissions (1). Predictive functions, i.e. emis-
sion factors, for estimating PM10 from agricultural lands include a soil texture variable.
Current emission estimation procedures rely on an input variable that defines soil char-
acteristics using one default soil texture value (18%) for the entire state. Estimates are
error prone because they do not reflect the range of soil characteristics observed in
California’s agricultural production regions.

We suggest that estimates using these assumed average values are inadequate for
local air quality management districts charged with formulating a state implementation
plan. A partial solution for this inadequacy would involve improving PM10 emission
factor data to increase the accuracy of existing inventories. Location-specific emission
factors can be developed through the use of spatially disaggregated soil textural data in
California.

Objective

The objective of this study was to develop a geographic information system (GIS)
methodology for generating refined agricultural PM10 emission factors based on loca-
tion-specific soil texture descriptors (i.e., silt content). The accuracy of GIS-predicted
PM10 levels were then evaluated by comparing them with measured levels in an agri-
cultural zone.

Methodology

EPA’s AP-42 method (2) for estimating emissions from agricultural tilling, and a stan-
dard US Department of Agriculture wind erosion equation (3) were used for this study.
Silt content is the required input variable for the tilling emission factor equation,
whereas erodibility is the key variable for the wind erosion equation. Erodibility (sus-
ceptibility of the soil particles to detachment and transport by an erosive agent, e.g.,
wind) and silt content attributes of California soils were extracted from the Natural
Resources Conservation Service STATSGO digital database (4) using a GIS. From
STATSGO data, an area-weighted silt content was calculated for each soil type based on
the area of the individual components contained therein (5). The proposed GIS method-
ology for analyzing these data is illustrated in Figures 1 through 5. For convenience,
Kern County, California, was used to graphically illustrate the procedure.

The application of this approach to the agricultural tilling emission factor is
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illustrated in Figures 1 and 2. First, larger areas are disaggregated into smaller geo-
graphic zones based on explicit soil characteristics (Figure 1, steps 1 and 2). The level of
disaggregation in this case is from state to county. Second, location-specific soil data are
developed for use as input in the emission equation. While the vast majority of crops in
California are grown under irrigated conditions, irrigated farmland only constitutes a
small portion of the total acreage of many counties. Therefore, countywide average soil
textures may not accurately describe farmland soil textures. Irrigated farmlands in Kern
County, for example, exist almost entirely in the western portion of the county (Figure
2). It follows that agriculturally relevant textural estimates may be improved if re-
stricted to irrigated farmlands. To refine soil texture estimates in the context of farmland
location, a silt content coverage was intersected with irrigated farmland at the county
level (Figure 2, step 3). The silt parameter is computed as a countywide, area-weighted
textural average within irrigated farmlands (Figure 2, step 4). This allows calculation of
the refined tilling emission factor (Figure 2, step 5).

Figures 3, 4, and 5 depict the application of similar techniques to the windblown
dust emission factor over vegetable crop fields in Kern County. In this instance, spatial
disaggregation proceeds from the county level to grid cells of 2 km by 2 km (Figure 3,
step 1). Soil attributes for each grid cell are extracted from the STATSGO database, and
area-weighted soil erodibility is subsequently computed (Figure 3, steps 2 and 3).
Location-specific soil erodibility values are then used to calculate the refined emission
factor (Figure 4, step 4). Vegetable crops were assumed to be distributed uniformly
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Figure 1 GIS methodology for refining an agricultural tilling PM10 emission factor, steps 1 and 2.
Spatial disaggregation of soil textural characteristics is graphically illustrated for Kern County, CA.



throughout the irrigated farmlands of Kern County, representing an estimated 12% of
acreage for all crops (6). Grid-wise extraction of areal cover corresponding to irrigated
farmlands is illustrated in Figure 4, step 5. Emissions are then estimated by multiplying
the obtained emission factor by the acres (12% of total farmland acreage) covered by
vegetable crop fields within each grid cell.

Results

Area-weighted silt content (46%) for Kern County (Figure 1, step 2) was considerably
higher than the value (18%) used in previous estimates of agriculture’s contribution to
PM10. This translates into nearly a doubling of the emission factor, from 8.95 lb/acre-
pass to 15.5 lb/acre-pass. To compare GIS-predicted emission estimates (Figure 5) with
actual readings, the estimates were converted into hourly average concentrations of mi-
crograms per cubic meter (µg/m3) by assuming a range of inversion layer altitudes
(2,000 ft, 1,000 ft, 500 ft), uniform mixing within that volume of air, and by dividing by
720 hr/month. Thus, the calculated volume for comparison equals 2,000 m × 2,000 m
× h, where h is inversion layer altitude (meters).

An actual average hourly PM10 concentration for the month of October was derived
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Figure 2 GIS methodology for refining a tilling emission factor, steps 3, 4, and 5. Step 3:
Extraction of location-specific textural characteristics. Step 4: Computation of a countywide silt
content value within the irrigated farmlands of Kern County. Step 5: Calculation of the refined
emission factor.



from air quality statistics gathered at a California Air Resources Board monitoring sta-
tion located in an agricultural area near Bakersfield, California. PM10 derived from wind
erosion of vegetable crop fields after harvest accounted for only a small percentage of
the measured particulate mater (Table 1). Wind erosion accounted for a maximum of 3%
of the PM10, assuming a 500 ft inversion layer.

Conclusions

The results imply that the use of the 18% default value for silt content in Kern County
underestimates agricultural tilling emissions. Therefore, the area-weighted silt content
estimated in this study may provide a more realistic description of the magnitude and
geographic distribution of PM10 emissions from agricultural lands. These results indi-
cate that wind erosion from idle vegetable crop fields accounts for only a small portion
of airborne particulate matter present in the southern San Joaquin Valley, California,
during a non-production time when there are no crops in the field.

Advantages of using the GIS methodology discussed in this paper include:

• GIS allows calculating and taking into account variations in localized factors,
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Figure 3 GIS methodology for refining an agricultural windblown dust emission factor, steps 1,
2, and 3. Step 1: Spatial disaggregation. Step 2: Extraction of location-specific soil erodibility
attributes. Step 3: Computation of disaggregated soil erodibility values input into wind erosion
equation.



such as soil texture. This calculation could not be performed without GIS be-
cause the computations require the manipulation of multiple layers of geo-
graphic data.

• Predictive models can be applied on a grid-wise basis to estimate local PM10 con-
centrations for comparisons with measured levels reported at monitoring sta-
tions.

• Estimates of PM10 levels in rural non-monitored areas of the state are possible.

Disadvantages of this GIS methodology include:

• The STATSGO digital database contained soil statistics at a resolution adequate
at the county level, but it was inappropriate for analysis specific to individual
farms.

• This GIS methodology cannot overcome the inherent limitations of standard
emission estimation methods.

• There was a lack of digital spatial data describing the geographic location of
specific crops. 

Because of potential problems with STATSGO data (7), application or extrapolation of
weighted textural averages should be adequately qualified to reflect the limitations of
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Figure 4 GIS methodology for refining an agricultural windblown dust emission factor, steps 4
and 5. Step 4: Generation of the refined emission factor. Step 5: Grid-wise extraction of
acreage corresponding to farmlands.
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Figure 5 Estimation and mapping of PM10 emissions from idle vegetable crop fields across
irrigated farmlands.

Table 1 GIS-Estimated Average Hourly PM10 Concentrations

GIS-Estimated Percentage of Total PM
Concentration of Measurement (45.6 µg/m3)b

Assumed Altitude for Windblown Agricultural Accounted for by GIS Estimate
Inversion Layer Base PM10

a (Agricultural PM)
(ft) (µg/m3) (%)

500 1.37 3.0

1,000 0.68 1.49

2,000 0.34 0.74

a Estimated average hourly readings for month of October
b Average hourly reading for month of October derived from measurements taken at a California Air
Resources Board monitoring station near Bakersfield, California. Measurement includes PM from all sources.

PM = Particulate matter

µg/m3 = micrograms per cubic meter



the database before proposing any substantial control measures. This application of GIS
to agricultural PM10 analysis allowed the generation of location-specific tilling and
wind erosion emission factors based on published digital soil data and soil erosion
models. The main aim of this study, however, was to illustrate a GIS methodology
rather than produce suitable estimates for state implementations plans. Therefore, ob-
tained values should be viewed only as approximations. Nonetheless, we believe that
this technique has the potential to become a valuable tool for modeling and estimating
air pollution. GIS-enhanced emission factors can lead to future improvements in esti-
mates of particulate matter from agricultural lands in addition to other area source cat-
egories, such as road dust or construction operations.
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A Public Health Information System for Conducting
Community Health Needs Assessment
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Abstract

Students in the health education program at California State University,
Northridge (CSUN), like students in similar programs at other universities, are
often trained through the use of practical projects as part of the curriculum.
Health education projects typically require that students select a geographi-
cally defined community, conduct a community health education needs as-
sessment, and then produce a program plan that addresses the health needs of
that community. The purpose of this project was to develop a community
health database and mapping system that geographically integrated demo-
graphic, housing, morbidity, and mortality data, using specially written soft-
ware to facilitate analysis and mapping of the data. The creation of this public
health information system (PHIS) represents a step toward using geographic
information system technology to improve the process of developing public
health needs assessments. The PHIS is also a valuable resource for training
public health educators, making hard-to-find needs assessment data readily
available to them as well as giving them the ability to analyze the data spa-
tially. After pilot testing in fall 1997, the PHIS was implemented for use in com-
munity health education classes at California State University. The CSUN
Department of Health Sciences intends to find additional applications for the
PHIS database. Currently, the PHIS is being tested by a national medical cen-
ter as part of a program to determine its effectiveness as a decision-support
tool. The system also has been made available to the Los Angeles County
(California) Department of Health Services for testing in the Border Health
program as a needs assessment tool.

Keywords: assessment, community health, health education, morbidity,
mortality

Background

A critical step in the development of a health education program is the needs assess-
ment. At the community level, conducting a needs assessment requires collecting a
substantial amount of information about the demographic, socioeconomic, and health
characteristics of the population. For most communities, this process is a time-con-
suming, largely manual task. A number of methods are typically used to collect com-
munity-level data. These often include focus groups; in-depth interviews; and surveys
of residents, key informants, health care providers and community leaders. Indirect
methods are often used to gather statistical data about a community. The sources for
statistical data can include the US Census Bureau, state and local departments of pub-
lic health, law enforcement agencies, and health regulatory agencies.
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One of the limitations of statistical data gathered from multiple sources is that the
data must be standardized and integrated geographically. This means, for example, that
demographic data by census tract would be matched up with housing data by census
tract to produce a combined database containing both housing and demographic data.
The linkage for combining the information would be the unit of geography—in this
case, census tracts. A problem arises when one agency produces data at the census tract
level while another produces data at an overall, county, community, zip code, or other
level of geography. Various agencies are also often inconsistent with respect to coding
variables such as age and ethnicity (1,2). Data collection protocols often differ between
agencies; this can cause different agencies to collect data for different time periods, or
can mean that some agencies do not collect some needed portion of the data, such as in-
formation from a particular geographic region. Many of the difficulties involved in col-
lecting statistical data for communities were noted by Paulu, Ozonoff, Coogan, and
Wartenberg (3), when they observed that clinical medicine and public health have, in
some ways, become more similar over time. While physicians have become more pre-
vention-oriented, public health professionals are more frequently being called upon to
engage in what might be called community diagnosis and treatment. While physicians
have patient histories available to them when they conduct individual medical needs
assessments, though, there is often no readily available community health history for
use by the public health official. Sources of information about a community do not re-
side in the memory or records of an individual person, but rather in institutional
arrangements made by a number of agencies for many different purposes. Given the
lack of an integrated public health information resource for Los Angeles County
(California), a need was identified for the development and creation of a computerized
community-level database that contains demographic, morbidity, and mortality data.

Purpose of the Project

The purpose of this project was to design and implement a public health information
system (PHIS) for Los Angeles County, organized by zip code and containing health,
housing, and demographic variables. This PHIS was to be used by health education stu-
dents in the preparation of community health needs assessments. Zip codes were se-
lected as the basic unit of geography because all of the required datasets were believed
to be available at the zip code level. Software was designed and developed that would
facilitate access to the database by enabling users to rank zip codes, query the data, and
produce reports and maps for selected zip codes and census block groups.

Database and System Design

Major foundation courses at California State University, Northridge (CSUN), that pre-
pare professional health educators emphasize the concepts of program planning, im-
plementation, and evaluation as they apply to health education in the community. The
primary teaching strategy in these courses involves assigning students a project in
which they must select a community, assess the health needs of that community, and
then design a health education program to address those needs. Traditionally, students
select a community and identify its boundaries, then begin researching the health,
demographic, and socioeconomic data available for that area. This process involves
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gathering statistical data from local government and private sources, and identifying
and interviewing key informants. It also involves other primary and secondary re-
search. Once the research is completed, the student must design a program plan with
measurable health education objectives, an action plan for a health intervention, an im-
plementation scheme for conducting the program, and a selection of appropriate eval-
uative measures. The premise behind the PHIS project was that all of these activities,
which are quite time-consuming, could be accomplished much more quickly with the
help of a computerized database system.

The concept for the database came from the need for students to be able to assess
the health needs of a community. Based on the requirements for undergraduate and
graduate students’ health education projects, the needs assessment database had to in-
clude the following information (4):

• Community backdrop: including demographics, geographic features, trans-
portation systems, and political structure.

• Health care system: hospitals, clinics, health department sites, emergency serv-
ices, voluntary health agencies, etc.

• Community health status: including morbidity and mortality measures of pop-
ulations in the community.

• Social assistance system: programs available in the community.

The geographical element common to all of the data sources was a 5-digit zip code.
Because the zip code was provided by all of the data sources and was a concept as-
sumed to be easily understood by users, it was adopted as the definition of a commu-
nity. The demographic data sources were actually found to provide census data for
much smaller areas, such as census tracts and block groups. Based on its availability, de-
mographic information in the database was included for block groups, because they
represent much smaller geographic areas than zip codes and therefore enable users to
conduct deeper analyses. Once the data sources were assembled, a relational database
approach was adopted—a design that would allow multiple tables that have a common
variable (zip code) to be integrated as if they were a single combined table.

Specific tables used in the database included:

• Hospital discharges for Los Angeles County by major diagnostic categories
(MDCs) and International Classification of Diseases, Ninth Revision (ICD-9) (5)
codes, by zip code.

• Los Angeles County death certificates summarized by MDCs and ICD-9 codes
by zip code.

• Hospital point locations for Los Angeles County.
• Locations of cases of chlamydia and gonorrhea treated at Los Angeles County

clinics.
• Current-year and projected demographic variables for Los Angeles County zip

codes.
• 1990 demographic and housing data for Los Angeles County block groups.

Upon receipt of the various tables mentioned above, the documentation for all of
the files was examined to determine the best way to standardize the tables and link
them together. Because the coding conventions for the different files varied, coding
standardization issues were also identified at this stage. In the death certificate table, for

A PUBLIC HEALTH INFORMATION SYSTEM 217



example, ethnicity was assigned to each case using one of 16 codes, whereas in the hos-
pital discharge file there were only 8 possible codes. The final database design consisted
of two levels of summary. The first level applied to the discharge dataset (6). Using an
algorithm developed for this project, records were coded as to whether they repre-
sented individual or repeat discharges for the same diagnosis. Once coded, the dataset
was reduced to one record per individual rather than one record per discharge (4,7,8,9).
The second level involved summarizing each discharge and death certificate record
down to one record per discharge or death per 5-digit zip code. This reduced the size
of the database substantially while still maintaining a reasonable degree of detail for re-
porting and analysis (see Figures 1 and 2). After the discharge data and death certificate
data had been reduced to the zip code level, the processed discharge data, hospital in-
formation, death certificates, and demographic tables were assembled into a relational
database. 

The programming language used to create the system was Microsoft Visual Foxpro
3.0. Visual Foxpro was chosen because it can query large databases quickly and produce
reports based on those data. The PHIS was also designed to produce geographic maps
of an area depicting the morbidity and mortality data graphically. The mapping system
that was integrated into the PHIS software was created with MapObjects LT (ESRI,
Redlands, CA). 

System Features

The data access software was designed to enable students to select zip codes and then
produce tabular reports and maps to describe the communities. With the inclusion of a
table of population estimates by zip code, morbidity and mortality rates could be cal-
culated by age cohort and ethnicity category. To facilitate its use, the software was
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Figure 1 Example of raw data.

Case Number Zip Code ICD-9 Diagnosis Disposition

1 91324 101.1 Normal Discharge

2 91324 101.1 Normal Discharge

3 91324 101.1 Deceased

4 91324 302.0 Normal Discharge

5 91324 302.0 Deceased

An example of raw data. One record is present for each discharge, indicating the zip code, diagnosis, and
disposition.

Figure 2 Example of aggregated records.

Zip Code ICD-9 Diagnosis Normal Discharges Deaths

91324 101.1 2 1

91324 302.0 1 1

An example of aggregated data. Raw data are reduced to one record per diagnosis per zip code.



designed with three major analytical components: a zip code ranking module, zip code
query and reporting modules, and an integrated GIS module (10).

The zip code ranking module allowed students to select a particular health prob-
lem as defined by a single MDC or ICD-9 code. Additionally, a custom definition could
be created by combining ICD-9 codes (e.g., all ICD-9 codes relating to sexually trans-
mitted diseases). Once a pre-defined or custom disease was selected, one of eight rank-
ing measures could then be selected (e.g., the crude death rate, prevalence rate, or total
number of cases). The ranking report produced by this module could be used to iden-
tify the best-to-worst or worst-to-best zip codes in Los Angeles County based on the se-
lected disease and measure. The results could then be displayed on a theme map.

The query module of the PHIS software was designed to allow users to select one
or more zip codes from a list. Users could then press a button that would select differ-
ent types of available data, and choose tabular reports to be produced for each of the
selected zip codes. The zip code reports available included:

• The demographic trends report, which indicated basic demographic character-
istics such as average household size and per capita income from 1994 to a 1999
projection.

• The demographic profile report, which contained a breakdown of the popula-
tion by age and ethnicity as well as households by income category.

• The MDC profile, which summarized the number of cases and other key meas-
ures and rates for each of the 27 MDC categories.

• The ICD-9 profile, which summarized the number of cases and other key meas-
ures and rates for each of the 909 3-digit ICD-9 categories.

• The hospital profile, which detailed each of the hospitals contained in the se-
lected zip code(s) together with key information such as name, address, number
of beds, and relative size of emergency room.

• The morbidity and mortality report, which provided a detailed analysis of the
morbidity and mortality of a selected disease in the selected zip code(s), includ-
ing morbidity and mortality rates by age category and ethnicity.

In addition to producing reports for specific zip codes, students could also produce
reports summarizing data for all of Los Angeles County. The county-level reports could
then be used as a benchmark when comparing rates for various diseases. Additionally,
students could select all of the block groups in a census tract, zip code, or custom-de-
fined area and produce a report that would summarize all of the demographic data for
the combined area.

The integrated GIS module was designed to give users the ability to produce a
color-coded thematic map of their chosen community for purposes of determining the
locations of zip codes, census tracts, block groups, hospitals, and highways. The map-
ping system also provided the ability to display concentrations of gonorrhea, chlamy-
dia, and tuberculosis cases treated at Los Angeles County clinics. Users could select
which types of geographic feature to display on a map and change the map view by
zooming in or out and by panning across areas. They could also select individual geo-
graphic features such as zip codes, hospitals, or highways. Once they selected a geo-
graphic feature, users could view information about it by clicking on the feature with a
mouse. The geographic features contained in the mapping system included:
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• California county regions
• California 5-digit zip code regions
• California interstate highways
• Los Angeles County census tract regions
• Los Angeles County block group regions
• Los Angeles County chlamydia cases shown as point locations
• Los Angeles County gonorrhea cases shown as point locations
• California hospital point locations

The program and database were documented in a user manual that accompanied
the software. The manual provided procedures and a step-by-step process for use of the
program. The user manual also contained a number of illustrations of the software’s in-
terface; this helped users follow along with the manual’s examples. A case study was
included as a tutorial exercise. Once written, the manual was converted into a Microsoft
Windows help file.

System Integrity and Usability Testing

To identify programming bugs and data errors, both the software and database were
subjected to an initial test. This process uncovered a number of problems, including in-
stallation problems, errors in calculations, and errors in reports.

Upon completion of the initial test, the software and database were pilot-tested by
two undergraduate community health education classes, as well as a graduate com-
munity health education class. Students from the three classes attended a 30-minute re-
view session of the database and the software’s features conducted by the project
investigator. Pilot test feedback was collected using three methods. Users were directly
observed by the project investigator, who filled out an observational checklist as they
used the software. All users were also provided with test reports that they were asked
to complete and return. Finally, focus groups were held with all users.

In general, feedback from all three collection methods was relatively consistent.
Overall, users found the system to be a useful tool in completing their projects. The
project investigator was already aware of a number of the issues that surfaced, such as
a missing manual and bugs affecting two of the reports. A number of other issues that
were identified had not been previously considered. These included the need for addi-
tional training, the need to train lab assistants, the need to include more specific direc-
tions in the manual and online help system, and the existence of bugs affecting the
mapping system. 

What We Learned

Based on a review of the pilot test results, a number of conclusions were reached with
respect to the use of the PHIS at CSUN:

• The need to fully explain the constraints and limitations of the database cannot
be dismissed. Although the database methodology has some clear limitations,
the ability to quickly and easily develop health status profiles made it tempting
to take the results at face value without further research. In reality, the database
has significant biases for some diseases. Records of drug and alcohol abuse, for
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example, only reflect cases in which individuals died (with drugs or alcohol
identified as the cause of death) or cases in which individuals either overdosed
or admitted themselves for treatment. The vast majority of untreated cases are
not recognized in the database. Many acute and chronic diseases that require
hospitalization or tend to have high case fatality rates, however, are better rep-
resented by the database, because a larger percentage of those cases will be rep-
resented in the discharge or death certificate file.

• Due to the number of tasks that can be accomplished with the PHIS, a number
of students felt they needed some initial direction to help them best take advan-
tage of it. The approach most commonly suggested was the use of a tutorial or
case study, something that would give students an example to work through.

• The next update to the PHIS database will need to incorporate a more accurate
method of estimating repeat discharges by the same individual (7,11,12).
Although the method used in the initial database was believed to be at least
somewhat effective at reducing the dataset from one record per discharge to one
record per individual, a more sophisticated statistical approach will likely pro-
duce much more accurate results.

• A more effective method of disseminating the data and analytical system will
likely improve the effectiveness of the application. Approaches including
Internet access to the database and functionality are being explored (3).
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Abstract

Little is known about the epidemiology of ciguatera fish poisoning, the
most commonly reported marine toxin disease. In endemic areas and beyond,
ciguatera is a seafood-borne illness that affects persons of all ages and socioe-
conomic groups. Integrating an existing ciguatera database into a geographic
information system (GIS) will give researchers new insight into the epidemi-
ology of ciguatera and allow linkage between disparate epidemiological and
oceanographic datasets. A voluntary Ciguatera Hotline has collected data
from 1977–1998 in the endemic ciguatera area of South Florida. Descriptional
statistics and spatial trends of ciguatera cases and the fish sources were exam-
ined using ArcView GIS software. A total of 777 cases, 442 on record, with 304
index cases were analyzed from the database. Cases were distributed geo-
graphically throughout Miami-Dade County, Florida. A high concordance was
shown between the location of ciguatoxic fish and specific coral reef areas in
the Caribbean. Using GIS in the future may help prevent disease by pinpoint-
ing ciguatera hotspots and facilitating the exploration of possible etiologic re-
lationships between oceanographic and anthropogenic changes in the sources
of ciguatera.

Keywords: ciguatera, marine toxin diseases, tropical medicine, Caribbean
region

Introduction

Ciguatera is the most frequently reported seafood-related illness in the world, affecting
up to 500,000 people per year worldwide (1). The illness is caused by the consumption
of coral reef fishes contaminated with a group of natural toxins produced by minute
phytoplankton known as dinoflagellates. These toxins are bio-concentrated through
the food chain such that humans consuming large reef fish (such as barracuda, grouper,
and snapper) are the ultimate predators and receive the highest doses of toxins. The
most important of the ciguatera toxins, ciguatoxin, causes a blockage of sodium chan-
nels throughout the nervous system; ultimately, this neurological blockade manifests
as a multitude of symptoms, affecting numerous bodily functions (2). Ciguatoxin and
the other marine toxins are heat/acid-stable; therefore normal food preparation does
not detect or eliminate them. Furthermore, these toxins are some of the most highly
toxic natural substances; ciguatoxin is toxic to humans in picogram doses (3). The
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symptoms of ciguatera may persist in humans from a few days to up to several months
or even years, depending on the size of the fish, the size of the contaminated portion,
and the seafood consumption history of the victim (4).

Ciguatera is the predominant fish poisoning in the endemic tropical regions of the
Pacific and the Caribbean (5). The social and economic impacts of ciguatera in endemic
regions are the avoidance of the consumption and sale of seafood. For example, Tahiti,
the most populated island of French Polynesia (135,000 inhabitants), loses an estimated
US $1 million annually due to banned reef fish sales (6). With increasing international
travel and trade as well as increasing fish consumption, ciguatera is being imported to
traditionally non-endemic areas (7). The medical costs and lost wages for ciguatera vic-
tims can be quite high, especially in non-endemic areas where diagnosis is often de-
layed due to non-recognition by victims and their healthcare providers. For example, in
the non-endemic region of Canada, these costs have been estimated between US $1,850
and US $8,950 per case (8).

The Centers for Disease Control and Prevention (CDC) estimate that fewer than
2–10% of ciguatera cases are actually reported in the United States (9). Many biases con-
tribute to the underreporting of ciguatera. First, there are no easily available inexpen-
sive tests for the ciguatoxic fish or human victims. Second, although ciguatera is a
reportable disease, many healthcare providers do not recognize, diagnose, or report
ciguatera, especially in non-endemic areas. Third, there is a lack of knowledge in the
recreational fishing community about ciguatera and possible prevention measures.
Finally, there is a desire in the restaurant and commercial fishing industries to suppress
publicity of ciguatera as a threat to seafood consumers (10,11,12). Given the plethora of
underreporting issues, large comprehensive ciguatera databases such as the one used
in this study are rare (1,9,11,13). Therefore, the epidemiology of ciguatera is still in its
infancy.

Expanding ciguatera epidemiological investigations with technology such as geo-
graphic information systems (GIS) may help researchers gain new insight. GIS can be
used to collect, check, integrate, and analyze information related to the earth’s surface,
allowing for the integration of non-traditional datasets (14). The digital nature of GIS
software allows for the data and analyses to be easily updated, transferred, manipu-
lated, and displayed (15). In the case of ciguatera, GIS could be used to evaluate possi-
ble associations between epidemiologic and oceanographic data. By using GIS mapping
capabilities, the distribution and trends of ciguatera cases in time and space can be eval-
uated to increase the knowledge of ciguatera epidemiology. Furthermore, the source of
the ciguatera could be traced from the human cases to the contaminated fish and then
back to the ciguatoxic coral reef. This in turn could lead to possible primary prevention
activities such as ciguatoxic reef postings, thus discouraging fishing and further
seafood consumption in known contaminated areas.

The following study is an analysis of a 20-year database of self-reported ciguatera
cases in South Florida, using GIS to evaluate both epidemiologic and oceanographic
data.

Methods

Since 1977, researchers at the University of Miami’s Rosenstiel School of Marine and
Atmospheric Science (RSMAS) have attempted to inform the South Florida public, the
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seafood industry, and the medical profession about ciguatera (16). Press releases, radio
and television interviews, and magazine articles have been used for outreach and edu-
cation about tropical fish poisoning. A voluntary Ciguatera Telephone Hotline, net-
worked with the local medical and public health communities, was established. A
standardized questionnaire was implemented. For over 20 years, investigators at
RSMAS have received letters and telephone calls from victims, healthcare providers,
and concerned seafood customers, primarily from South Florida and the Caribbean.
The resulting database, “Ciguafile” (17), represents one of the largest and oldest collec-
tions of ciguatera cases in the world, despite the multitude of underreporting biases.

The Ciguafile database consists of ciguatera cases from 1977 to 1998. Ciguatera vic-
tims and healthcare providers voluntarily reported these cases. Case demographics
were recorded, including the age, residence, gender, symptomatology, progression of
the illness, species and weight of the fish involved in each outbreak, location of the cap-
ture, date of the capture, and other pertinent information. Race-ethnic and socioeco-
nomic class data were not collected in this database. Data concerning how many
additional people consumed the same fish, if those people became sick, and where the
fish was procured were also collected. These data were stored in a Microsoft Excel
spreadsheet. The subjects’ addresses in Miami-Dade County (Miami, FL) were
geocoded and referenced with a South Florida street map using ArcView GIS (ESRI,
Redlands, CA).

For those ciguatoxic fish captures with exact data on capture location available, the
latitude and longitude were converted to decimal-degree units and displayed over a
map of the Caribbean region using ArcView GIS. In addition, ciguatoxic fish captures
in the Caribbean documented with sufficient detail in the historical literature were also
added to the database. Documented coral reefs of the region were also displayed using
historical data on coral reef location (18,19).

Nearest-neighbor analyses were performed on both the residential data and cap-
ture location data. The nearest-neighbor statistic (R) is based on the comparison of ob-
served spatial distribution with what one would expect if the distribution were
completely random. The statistic has a range of 0 to 2.15. An R-value of zero indicates
a completely clustered pattern, a value of 1 indicates a random distribution, and R=2 or
greater corresponds with a completely uniform (even) distribution (20).

To evaluate the hypothesis that ciguatera is derived from the consumption of fish
associated with coral reefs, the following analyses were performed. First the capture lo-
cation of each fish was referenced to the distance from the nearest coral reef. Then,
based on data for the home ranges of individual fish species, a maximum distance of
1 mile of range from each known coral reef was selected (21). Nearest-neighbor analy-
ses were performed, and the relative spatial density of ciguatoxic fish captures was
determined.

Results

There were 442 cases in the Ciguafile database, with a total of 777 reported cases (these
included additional cases reportedly sharing the same fish). The mean age of the data-
base cases was 44.7 ±15 years (range 4 months to 87 years); most (53.2%) cases were fe-
male. Victims reported a multitude of symptoms, most commonly paresthesia and
acute gastrointestinal disorders. A comparison of the symptoms reported in Ciguafile
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and other previously published ciguatera case registries can be seen in Table 1
(1,9,22–27).

Many cases were involved in cluster outbreaks, where the sharing of one fish was
responsible for multiple cases. Based on the available information, 304 ciguatoxic clus-
ters were recorded in the database. Ciguatera was more likely to be present in disease
clusters with an average of 2.36 persons/cluster. Within the 304 cluster outbreaks, there
was an attack rate of 87.5% per cluster of those who reportedly consumed a toxic fish
and who experienced ciguatera symptoms.

To evaluate the geographic distribution by residence at the time of illness, cases
from 1978 to 1981 within Miami-Dade County, a ciguatera endemic region, were ana-
lyzed (Figure 1). Of the 304 index cases, 169 occurred in Miami-Dade County, with 102
(60.4% of Miami-Dade County cases) of these cases occurring during the specified time
period. A nearest-neighbor analysis was performed in an attempt to show a random
distribution of cases in the county. However, despite various attempts to adjust for pop-
ulation density and lack of habitability (e.g., airports, Everglades, and ocean areas), the
R-value was 0.10, indicating a strong clustering pattern. Nevertheless, the clustering
pattern closely followed densely populated roadways that pass through highly varied
race-ethnic neighborhoods in Miami-Dade County.

The causative fish were acquired through individual fishing (31.6% of the cases),
buying from fishermen, stores, or restaurants (64.1%), or as gifts (4.3%). Overall, the
most frequently implicated culprits in the outbreaks were groupers (47.1%), snappers
(30.7%), barracudas (9.6%), kingfish (6.1%), jacks (5.7%), and dolphin fish (4.6%).
Because the identification of restaurant-acquired fish type can be faulty (28), only the
fish types and weights of the fish reported by individual fishermen were examined. The
most commonly reported fishes leading to outbreaks reported from fishermen were
barracudas (average size 10.6 lb; range 4–22 lb); kingfish (37.2; 6.5–100); black groupers
(51.3; 26–73); amberjacks (26.4; 7–47); red snappers (9.8; 3.5–17.5); and hog snappers
(4.6; 2–10).

There were 50 ciguatoxic fish captures with location data; 111 ciguatoxic captures in
the Caribbean were also documented in the historical literature in sufficient detail to
allow for GIS mapping (4,29). Of the 50 Ciguafile captures, 43 (86%) occurred in the re-
gion between the Florida Keys and the Bahamian chain. The historic captures were
spread throughout the Caribbean. When examining the 161 confirmed fish captures as
a whole, some areas of the Caribbean reported ciguatera outbreaks much more fre-
quently than others, especially Puerto Rico and the neighboring US and British Virgin
Islands (Figure 2). Furthermore, the fish captures were strongly clustered, as confirmed
by the nearest-neighbor tests with R<0.02, using the Caribbean Sea and Gulf of Mexico
as the reference region. This clustering pattern closely followed the line of coral reefs
adjacent to the small island nations of the Windward and Leeward Islands.

Conclusions

This study is an analysis of a 20-year database of self-reported ciguatera cases in South
Florida and uses GIS to evaluate both the epidemiologic and oceanographic data. It
illustrates that ciguatera is a disease that occurs in clusters and affects persons of
all ages. The data also reflect that ciguatera affects individuals in different ways
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symptomatically. Very few people reported all the possible symptoms, making it even
more difficult for accurate diagnosis on the health care provider’s part.

The Ciguafile is a passive collection database. It relies on the referral and reporting
by physicians and ciguatera cases with actual knowledge of the Ciguatera Hotline tele-
phone number. This can lead to obvious reporting bias. As such, no reliable incidence
rates can be generated for South Florida from these data. A previous study in Miami-
Dade County indicated that the incidence rate of ciguatera was at least 5 cases/10,000
people/year (9). In the neighboring Caribbean and other tropical regions, the rates are
even higher, with estimates of over 100 cases/10,000 people/year on some tropical
islands (30).
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Figure 1 Ciguatera cases, Miami-Dade County, FL, 1978–1981 (17).
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The clustering pattern of residences noted in the geographic mapping of cases
in Miami-Dade County occurred along a major roadway throughout the county
that crosses race-ethnic and socioeconomic lines in its course. Although precise
data were not collected, this suggests that ciguatera affects all persons regardless of
race-ethnic group and socioeconomic class. In addition, the non-random spatial clus-
tering in Miami-Dade County may reflect the proximity to and locations of seafood
restaurants or fish markets because the most implicated fish were acquired in markets
and restaurants.

Another issue is that the capture location data reported from Ciguafile were neither
accurate nor precise. This is an issue for the use of GIS (15). Many of the subjects re-
ported incidents weeks or even months after consumption. Aside from two Ciguafile
cluster reports with precise global positioning system (GPS) coordinates, fish capture
locations were reported in vague terms such as “two miles west of Great Isaac’s Light”
or “just off the northeast point of Grand Bahama Island.” Therefore, the data from this
study are good for identifying general ciguatera hotspots, not citing specific individual
reefs that may or not be safe. In the future, more accurate capture data could allow for
the identification and posting of individual coral reefs. The measure could lead not only
to primary prevention of ciguatera (important due to the lack of quick and inexpensive
testing) (31), but possibly to ecological relief for over-fished coral reefs (4).

Analysis of the fish capture locations showed an association with specific coral
reefs. Changes in the reef environment, however, may inhibit accurate analysis.
Overfishing may temporarily eliminate the possibility of ciguatera. It cannot be deter-
mined if the environment is not conducive to the disease or if it is simply because the
reefs have been overfished. Some biologists feel the fish that are captured in certain
overfished or overexploited waters are usually too young and small to be contaminated
with potent amounts of ciguatoxin (32). Should the reef communities rebound, the dis-
ease may manifest itself again.

Spatial density analysis revealed hotspots near Puerto Rico and the Bahamas, indi-
cating the potential to identify ciguatoxic reefs in these areas (Figure 3). There are, how-
ever, severe problems with this type of analysis. Spatial density does not account for
disparity in captures over time. Given the multitude of underreporting concerns
against ciguatera, gaining these data may be difficult. Spatial density analysis ignores
the theoretical possibility of migrating fish from a toxic reef to a safe reef. Nevertheless,
the trend of ciguatoxic captures occurring along the reefs, and in certain areas more
than others, cannot be ignored and must be investigated.

State and county health departments are increasingly adding GIS to their disease
reporting and surveillance systems, and are collaborating with environmental depart-
ments when analyzing exposures to dangerous substances. GIS allows for linkages and
analysis of different databases, such as oceanographic and epidemiologic, to explore
complicated environmental diseases such as ciguatera. Also, the real-time editing
capabilities and transferability characteristics of GIS databases may allow for better
education and awareness of ciguatera, particularly among health officials in non-
endemic regions. This may help overcome many of the historic educational and diag-
nostic biases against ciguatera. Furthermore, with the advent and affordability of GPS
technology, most commercial and recreational fishermen can more accurately record
fish capture locations. True ciguatoxic hotspots may soon be found and primary pre-
vention initiated.
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In the future, GIS could be applied to the micro-marine environment, allowing sci-
entists a new means of studying the ecology involved in ciguatera. The fishes associ-
ated with ciguatera have been known for decades (33). In 1980, researchers identified
Gambierdiscus toxicus as the dinoflagellate most responsible for producing ciguatoxins
(34). Much of the life history of G. toxicus has been described (35). Despite these facts,
researchers continue to be baffled as to why different fishes from the same area may or
may not be ciguatoxic and why certain species are poisonous on one reef but not an-
other (36). Furthermore, it is possible that global change, coral bleaching, and anthro-
pogenic effects on coral reef ecology may lead to further changes in the incidence of
ciguatoxic reefs. The modeling and statistical capabilities of GIS may allow the biotic
and abiotic attributes of contaminated reefs to be investigated in ways that were too ex-
pensive or difficult to conceptualize in prior research.
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RSMAS, aided tremendously in the GIS instruction and display of the data. Dr. Bin Li
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Abstract

This paper reports on a project to provide Web-based access to the US
Environmental Protection Agency’s (EPA’s) extensive model-based summaries
of hazardous air pollutants (HAPs). As part of EPA’s Cumulative Exposure
Project, long-term cumulative concentrations of 148 HAPs for the 60,803 cen-
sus tracts in the 48 contiguous states have been modeled for 1990. The model
results include estimates and confidence bounds that assess the estimated un-
certainties for each of the HAPs in each census tract. The project challenge was
to concisely display 148×60,803 (8,998,844) estimates along with uncertainty
bounds. The project goal was to make these statistical summaries accessible to
the public as statistical tables and graphs. The Web provides an easy way to
make this information electronically accessible. One big challenge is to make
the summaries conceptually accessible. The most difficult part of this is to
communicate an understanding of the underlying data limitations, the model-
ing process, and how to interpret the model results. The easier part of ensur-
ing conceptual accessibility is facilitating navigation through the summaries
and consideration of values within a large context. Our approach allows the
user to select a HAP and “drill down” through the levels of a geopolitical hi-
erarchy. The hierarchy consists of states within the United States, counties
within states, and census tracts within counties. Our Web-based approach also
attended to the design of tables and graphics with the intent to make them
more readable and useful. For tables, our approach focused on perceptual de-
tails such as rounding and foreground-background contrast. For graphics, our
approach provided spatial context through the use of recently developed tem-
plates called linked micromap plots. Both tables and micromaps provide a hi-
erarchically clickable drill-down to finer details. This provides fast answers to
questions about the air quality in any given region in the contiguous United
States.

Keywords: Cumulative Exposure Project, HAPs, linked micromap plots,
micromaps, Graphics Production Library

Introduction

Over the last few years, researchers have developed many improvements that make
statistical graphics more accessible to the general public. These improvements include
making statistical summaries more visual and providing more information at one time.
Research in this area involved exploring the conversion of statistical tables into plots
(1), new ways to display geographically referenced data (2), and, in particular, the
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development of linked micromap (LM) plots, often simply called micromaps (3–5).
Another recent development is the Java-based Graphics Production Library (GPL)
(Bureau of Labor Statistics, Washington, DC) for the Web-based distribution of interac-
tive statistical graphics (6). The GPL can be used to distribute federal statistical sum-
maries such as the description of hazardous air pollutants (HAPs).

Staff at the US Environmental Protection Agency (EPA) and contractors modeled
1990 long-term cumulative concentrations for 148 HAPs at the census tract level.
Because there are 60,803 census tracts in the contiguous United States, this resulted in
148×60,803 (8,998,844) estimates, along with upper and lower confidence bounds for
each estimate. The main goal of this project was to provide Web-based access to these
HAP data. We focused on providing a concise display that offered easy access to the
data. Another goal was to make the model results easily understandable to an audience
not familiar with statistics. To achieve our goals, we developed interactive tables and
extended the GPL by adding micromaps. The micromaps serve as a geographic navi-
gational “drill-down” tool as well as being meaningful statistical overviews in their
own right. The ability to drill down from the national overview showing states, to a
state overview showing counties, and then to a county view showing census tracts,
provides rapid access to the fine-grained detail in this substantial dataset.

In the next section of this paper we describe EPA’s Cumulative Exposure Project
(CEP). In the section entitled “Graphical Statistical Components,” we describe compo-
nents, i.e., GPL and micromaps, that were used to construct the CEP Web site. The sec-
tion following that provides deeper insights into the CEP Web site and the user’s point
of view. We finish with a discussion of work that has been done to date and that which
is still to come. Additional details and a different set of micromap displays and screen-
shots from the CEP Web site can be found in Symanzik et al. (7).

EPA’s Cumulative Exposure Project

Much of the characterization of air pollution has focused on air pollutants designated
as “criteria pollutants” in the Clean Air Act, such as particulate matter (PM), ozone, and
lead (8). This is largely due to the obvious health effects demonstrated by major pollu-
tion episodes, such as those in Donora, Pennsylvania, and London, England (9,10), and
the extensive availability of monitoring data to use in assessing health effects.
Relatively little is known about the potential health effects of other air pollutants, a
number of which are designated as HAPs in the Clean Air Act. HAPs have been asso-
ciated (mostly through occupational and animal studies) with a variety of adverse
health outcomes, including cancer effects and noncancer neurological, reproductive,
and developmental effects (11).

Past analyses have relied on limited emissions and monitoring data and some mod-
eling to assess public health impacts of air toxics. Some studies have attempted to as-
sess differential impacts of air toxics on communities of color using emissions
estimates, mostly from the EPA’s Toxics Release Inventory (TRI), which contains emis-
sions estimates from major manufacturers in the United States (12,13). Other analyses
have attempted to characterize the potential public health impacts of air toxics (13–17).
One set of studies evaluates potential noncancer health risk by using monitoring
data and concentrations estimated by dispersion modeling of emissions from a subset
of commercial and industrial facilities (14–16). These studies found that outdoor
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concentrations were often greater than benchmarks representing thresholds for poten-
tial public health impacts. However, these studies were not comprehensive in their
scope, due either to lack of monitoring data (as described in reference 18) or to lack of
emissions data.

A recent analysis by Woodruff et al. (19), as part of the EPA’s CEP, has assessed the
potential public health implications of air toxics across the United States for 1990. The
analysis by Woodruff et al. uses modeled outdoor concentrations of air toxics across the
contiguous United States (20) to help compensate for the lack of monitoring data on
outdoor concentrations. Emissions data from stationary and mobile sources are used as
inputs into a dispersion model that estimates 1990 average outdoor concentrations of
148 air toxics for every census tract in the contiguous United States. The estimated out-
door concentrations from the analysis are used as a reasonable proxy for potential ex-
posure when making relative comparisons of hazard and performing screening-level
analysis. The analysis by Woodruff et al. found that many estimated concentrations are
above previously defined benchmark concentrations representing thresholds of con-
cern for potential adverse public health impacts (19,21).

Estimating 1990 Outdoor Concentrations of Hazardous Air Pollutants

Outdoor concentrations of HAPs were estimated using a Gaussian dispersion model
(20,22). This model—the Assessment System for Population Exposure Nationwide
(ASPEN)—is a modified version of EPA’s Human Exposure Model (22), a standard tool
designed to model long-term concentrations over large spatial scales. Long-term aver-
age concentrations of HAPs were calculated at the census tract level1 based on emis-
sions rates of the HAPs and frequencies of various meteorological conditions, including
wind speed, wind direction, and atmospheric stability. In addition, the model used in
this analysis incorporates simplified treatment of atmospheric processes such as decay,
secondary formation, and deposition.

The choice of pollutants for modeling was based on the list of 189 HAPs in section
112 of the 1990 Clean Air Act Amendments. A baseline year of 1990 was selected for
modeling. Available emissions data were reviewed and appropriate data were identi-
fied for 148 HAPs.

A national inventory of HAP emissions was developed for this study as a required
input to the dispersion model. For large manufacturing sources, emissions data con-
tained in EPA’s TRI were used (23). Emissions estimates were developed for other
sources, such as large combustion sources, automobiles, and dry cleaners, using EPA’s
extensive national inventories of 1990 emissions of total volatile organic compounds
(VOCs) and PM (24,25). HAP emissions were derived from VOC and PM emissions es-
timates by applying industry-specific and process-specific estimates of the presence of
particular HAPs in particular VOC or PM emissions streams (20). Alaska and Hawaii
are not included in this study because the national VOC and PM emissions inventories
do not include data for these states.

The dispersion model accounted for long-term concentrations of HAPs attributable
to current (i.e., 1990) anthropogenic emissions within 50 kilometers of each census tract
centroid. For 28 HAPs, estimated outdoor concentrations also included a “background”
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component attributable to long-range transport, re-suspension of historical emissions,
and natural sources derived from measurements taken at “clean air” locations remote
from the impact of local anthropogenic sources (20). Compared to available air toxics
monitoring data for 1990, 1990 modeled concentrations are typically of the correct mag-
nitude, with a general tendency to underestimate the measured ambient concentrations.

EPA’s CEP Web site (http://www.epa.gov/CumulativeExposure) was designed
specifically to provide further insight into statistical methods and methodologies and
answer questions related to air toxics. In addition to providing explanatory texts, doc-
uments, and external links that relate to the material described in this section, one of the
main goals for the CEP Web site was to provide information about the estimated air tox-
ics data. An essential part of assessing the data is the option to evaluate them visually.
The remainder of this paper describes the work done to present the data and the de-
velopment of the CEP Web site.

Graphical Statistical Components

This section introduces the main graphical statistical components that are used for the
Web-based access and visualization of HAPs through EPA’s CEP Web site.

The Graphics Production Library
The GPL is a Java class library of graphics routines that make it possible (and conven-
ient) to create and modify statistical graphics on the Web (see http://www.monumen-
tal.com/dan_rope/gpl/) (6). The GPL was initially developed within the Bureau of
Labor Statistics (BLS) to facilitate the Web-based distribution of the Bureau’s statistical
summaries. It has interactive features such as dragging and dropping data columns
onto each other to allow easier comparisons of the data, reordering and rescaling of
panels, and panning and zooming. Thus, it considerably extends the static features but
otherwise closely follows the row-labeled plots of Carr (1). Recent recommendations on
statistical graphics, as given in Cleveland (26,27) have also been followed during the de-
sign of the GPL. Moreover, the GPL makes it possible to add metadata—i.e., add links
to articles associated with the data or include warning flags within a data display. The
GPL currently supports three types of graphics displays: bar plots, dot plots, and time
series graphics. Other types of graphics have been planned but have not been imple-
mented so far by BLS. Unfortunately, the GPL cannot be used to draw maps and link
statistical data to them; however, this is one of the features that have been planned.

Micromaps
Linked micromap (LM) plots, often simply called micromaps, provide a new statistical
paradigm for the viewing of spatially referenced statistical summaries in their spatial
context. Full details on LM plots can be found in Carr et al. (3–5). Using LM plots for
the 50 states within the United States provides an alternative to displaying all statisti-
cal information on a single choropleth map. Instead, several small maps (ten maps in
our 50-state example) are drawn. The associated statistical data are arranged according
to a particular criterion (e.g., from highest to lowest or in alphabetical order by corre-
sponding geographical region). Next, the five highest values of the data are drawn in a
statistical plot (e.g., dot plot, bar plot, box plot, plot with confidence bounds, time se-
ries plot) on the right side of the first small map. For each data point, a different color

238 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



is used in the statistical plot. The corresponding regions (in this case five states) are
highlighted in the same colors on the first small map. All other states remain uncolored
in this map. The same is done for the next five highest remaining data points in the sec-
ond small map and associated statistical display. This process continues until all data
points/regions have been plotted/highlighted.

This splitting into several maps makes obvious the locations of the high, middle, or
low observations. It becomes possible to judge if there are any geographic clusters or if
the underlying measurements are randomly spread over the area under consideration.
LM plots can display multiple statistical variables at a time. Examples of micromaps
and S-PLUS (MathSoft, Seattle, WA) code written to create them can be found at
ftp://galaxy.gmu.edu/pub/dcarr/newsletter/micromap/.

Figure 1 shows a sample LM plot created using S-PLUS. This county-level mi-
cromap of Pennsylvania generally follows the design principle described above.
However, we had to find an (almost) symmetric display for 67 counties. We ended up
with 16 maps, 13 of them with four counties and 3 of them with five counties. Moreover,
the layout has been split into four quarters. In addition to simply highlighting the indi-
vidual four or five counties from the associated statistical display in each map, all 16 or
17 counties that fall into the corresponding quarter are highlighted on this map. This
makes it easier to understand the spatial structure. For example, the viewer can imme-
diately grasp that the highest benzene concentrations have been modeled for counties
surrounding the major cities Philadelphia (e.g., Philadelphia County, Delaware,
Montgomery, and Bucks), Harrisburg (e.g., Dauphin and Cumberland), and Pittsburgh
(e.g., Allegheny), while the lowest benzene concentrations have been modeled for coun-
ties in the sparsely populated Pennsylvania-New York border region (northern border
of map).

The CEP Web Site

The User’s Point of View

In addition to providing access to explanatory texts and entire CEP-related documents,
the main purpose of the CEP Web site is to provide fast and easy access to data on the
148 HAPs at different spatial resolutions ranging from the US level (top) to the census
tract level (bottom).

Three mechanisms have been designed for selecting main features of the CEP Web
site and for maneuvering from the US down to the census tract level and up again.
Standard menus in the upper-right part of the Web page allow the user to select the rep-
resentation (data tables, micromaps, or raw data), one of the 148 HAPs, a state and,
based on this selection, a county for which the data should be displayed (see Figure 2).
This navigation and selection menu remains permanently visible, independently from
the current statistical display.

The second tool that has been implemented to drill down through the levels of a
geopolitical hierarchy makes use of interactive tables that display statistical data and
serve as navigational tools at the same time. Figure 2 shows such a table at the county
level for Pennsylvania. The user can mouse-click on any of the listed counties and a new
table will appear, displaying data (including a 90% confidence interval) for all census
tracts within the selected county. Small arrows pointing upward and downward allow
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the user to rearrange the rows of the table in increasing or decreasing order as defined
by the selected criterion. In the current view, the data are ordered from highest to low-
est median benzene concentration. This is indicated through the larger downward
arrow and the different-colored background of this data column. Through this interac-
tivity, valuable information can be found in a larger table within seconds instead of

240 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE

Figure 1 Micromap display at the state level for Pennsylvania, showing all of its 67 counties.
Displayed is the median (with respect to the census tract estimates within each county) of the
modeled 1990 benzene concentration in micrograms per cubic meter. Counties are ordered
from highest to lowest median benzene concentration.



having to search sequentially through each table column to find largest, smallest, and—
even more complicated—center values.

It should be noted that, when designing our tabular display, we have paid particu-
lar attention to recommendations from the cognitive sciences. Numbers have been
rounded to two significant digits (with respect to the smallest number in any given
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Figure 2 Tabular display at the state level for Pennsylvania showing the modeled 1990 ben-
zene concentration in micrograms per cubic meter. Displayed are the number of census tracts
and summary statistics (e.g., mean and median) with respect to the census tract estimates
within each county. Counties are ordered from highest to lowest median benzene concentration.
While only 27 of Pennsylvania’s 67 counties are visible in this figure, the remaining 40 counties
are accessible through the right scrollbar when looking at these data on the Web.



display) and colors have been selected to produce a pleasant visual effect. Also, icons
have been incorporated that warn users of suspect numerical values. These are usually
particular census tract/HAP combinations for which EPA assumes that the modeled
1990 concentrations are considerably overestimated (Figure 3). In addition to rounded
data, the CEP Web site makes raw data available. Raw data are most useful for users
who want to conduct additional statistical analyses.

The third navigational tool is based on so-called hierarchical clickable micromaps
in the GPL environment. This approach combines LM plots and the GPL and extends
their joint features to allow dynamic access to complex, geographically referenced data.
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Figure 3 Tabular display at the county level for Prince George County, Virginia, showing an
unusual modeled 1990 acetaldehyde concentration. This observation has been marked as an
overestimate after EPA’s inspection of the modeled 1990 concentrations. After clicking on the “!”
icon, the small explanatory message window displayed at the bottom of this figure pops up.



The user can mouse-click on a region (state, county) in the map and the display changes
with respect to the selected region. Thus, micromaps serve as a navigational tool, but
each individual LM plot is a sophisticated statistical display by itself, as described in the
“Micromaps” section of this paper. The idea of using micromaps simultaneously as a
statistical display and for navigational purposes, first considered for EPA’s CEP Web
site, may be of benefit in innumerable future applications.

In the CEP Web site, after the user selects one state in the top US micromap (or tab-
ular display), a new micromap (or tabular display) appears—this time at the county
level for the selected state. This time, the user can select a county and reach the lowest
level in this hierarchy—a graphical display (or tabular display) at the census tract level.
This geographic selection is an easy way to maneuver through the 60,803 census tracts,
even for inexperienced users of the Web. At the higher levels (i.e., the US or state level),
statistical summaries such as means, medians, minima, maxima, and quartiles are dis-
played for all census tracts in each region (Figure 2). At the census tract level, uncer-
tainty bounds are displayed (Figure 3).

Creation of Micromaps
Before we can implement LM plots in the GPL environment, generalized maps that
form the basis of micromaps have to be created. Previous LM plots described in the lit-
erature (3–5) use hand-created generalized maps, for example, of the United States or
the countries belonging to the Organisation for Economic Cooperation and
Development. The creation of such a generalized map by hand typically requires sev-
eral hours of work—an option that is clearly not feasible if we are interested in gener-
alized maps for all 50 states or all counties within the United States.

We are not aware of any existing generalized map of the 50 US states or of any of
the more than 3,000 counties in the United States that satisfy our specific needs—i.e.,
that is available in electronic format and provides the required level of generalization.
Unfortunately, regular maps are unsuitable for use in LM plots, mostly for two reasons.

First, micromaps in printed form or on a computer display typically are smaller
than 2 inches by 2 inches. In this scale, a small region such as Washington, DC, would
be invisible on a US map if drawn to scale. Therefore, micromaps require an exaggera-
tion of small regions so that these regions become visible and can be color-coded.

Second, in an interactive environment such as the Web, the number of line seg-
ments determines how fast a new display is drawn and an area is filled with color. The
fewer edges a map has, the faster the boundary information is passed from the Web
server to the client’s computer and the faster the entire graphical display is drawn.

Therefore, it is necessary to develop procedures for creating generalized maps with
little user interaction. These procedures have to extract selected regions from a larger
file; they also have to smooth and simplify boundaries by removing details, but keep
the topological integrity of a real unit. Micromaps should not end up with holes, and
neighboring regions in the original map should remain neighboring regions in the gen-
eralized map.

The creation of generalized maps for use in the CEP Web site starts with boundary
files describing geographical regions and with attribute data describing the character-
istics of the regions. These data, the boundary files and attribute data, are often stored
in geographic information systems (GIS). In our case, we make use of ArcView (ESRI,
Redlands, CA), a desktop GIS package, which is one of the most popular of GIS soft-
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ware. For future use of the developed procedures for map generalization, users need to
have access to ArcView and the geographical data must be available in shapefile format.
Obviously, the generalized maps only have to be created once—users of the CEP Web
site do not have to deal with this issue.

When creating generalized maps of the United States at the sub-state level, we start
with a shapefile of the entire United States at the preferred level of geography (county,
township in the New England states, census tract, or even block group). We assume that
in the attribute table each record or areal unit includes a state identifier indicating to
which state the areal unit belongs. A procedure written in ArcView’s Avenue scripting
language allows users to extract the boundary of the selected geographical level (for in-
stance, county) by states to create a shapefile for each state. Thus, each state can be in-
dividually displayed.

Most boundary files of the United States have a relatively high level of resolution,
exceeding the required resolution level for micromaps. As explained earlier, high reso-
lution and detailed data inhibit the fast processing and display of maps on the Web.
Therefore, there is a need to smooth, or simplify, the boundary by removing details but
preserving the topological integrity of the areal unit.

A set of Avenue scripts based upon the Douglas-Peucker line generalization algo-
rithm (28) has been developed to generalize boundaries to expedite the processing and
display of maps on the CEP Web site. The Douglas-Peucker algorithm has been imple-
mented in many GIS packages (including ESRI’s ARC/INFO) and has been used on nu-
merous occasions. However, the algorithm was designed to generalize linear features
such as rivers and roads. It was not intended to generalize polygonal features, which is
what is required for this project. The major challenge in using the Douglas-Peucker al-
gorithm to generalize polygonal features is to maintain the topological integrity among
polygons. This means that neighboring relationships among polygons have to be main-
tained even after the polygon boundaries have been generalized. The algorithm de-
signed for this project can generalize polygon boundaries and, at the same time, retain
the topological relationships among polygons. The detail of the algorithm is beyond the
scope of this paper, but will be described and published elsewhere.

The generalization process could be performed before individual maps (by states or
by counties) are extracted by the first algorithm or after each state or county file has
been created. However, it is desirable to generalize maps by individual states or coun-
ties instead of the entire country because boundaries of different states have different
levels of cartographic complexity. Thus, different parameter values for the generaliza-
tion process have to be used to yield desirable generalization results for different states
or counties. After boundaries have been generalized at the state or county level, the
boundaries, in ArcView shapefile format, are converted into ASCII data in a simple for-
mat: polygons depicted by a set of points in latitude and longitude. These coordinates
are later used for the micromap displays on the CEP Web site.

Implementation Issues
The CEP Web site has been designed using numerous common Web formats and styles.
While the explanatory pages are mostly based on HTML files, GIF images, and PDF
files for larger documents, the pages that provide access to the data are based on Java
and C code, accessible through Common Gateway Interface (CGI) scripts, and
automatically created HTML and JavaScript documents. Each user interaction that
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results in a new display (e.g., selecting a new state or a different HAP) invokes such a
C-CGI script. This script is a C program that first reads the current parameter settings
(representation type, HAP, state, county) from the active Web page and then creates a
new HTML/JavaScript Web page. This new page is linked once again to the same C-
CGI script, but with different parameters active.

Other than two C-CGI scripts that are responsible for the top-right menu and the
lower-right data display on the CEP Web site, there exists no hard-coded document that
is used for the data display. Each newly visible Web page is created on the fly through
the C-CGI scripts.

Developing these two C-CGI scripts required several weeks of programming time.
Valuable references during the implementation process were the books by Graham (29)
for HTML, Hoque for JavaScript (30), and Eckel (31) for Java. In addition, books by
Weinman et al. (32,33) have been a very good source for general design issues of Web
pages. The CGI used for the CEP Web site is based on code developed by Thomas
Boutell and freely available on the Web at http://www.boutell.com/cgic/.

Two non-statistical Web sites have significantly influenced the design and some of
the interactive features of the CEP Web site: 

• http://www.usnews.com/usnews/edu/college/corank.htm; in particular,
http://www.usnews.com/usnews/edu/college/rankings/natunivs/natu_a.htm,
which allows users to sort university rankings according to different criteria.

• http://www.sport1.de; first click on “Fussball,” then on “Bundesliga,” then on
“Tabelle.” This is a good example of how to organize frames and update soccer
standings according to different criteria (by round, home or away, etc.).

It should be noted that the CEP Web site does not use any commercial database pro-
gram to access the HAP data. Because the data originate directly from a statistical pack-
age that has been used for the modeling, they have not been fed into a database
program first. Instead, a three-layer tree-shaped directory structure is used; from this
database, an individual data file can be directly accessed based on its state, county, and
census tract federal information processing standard code.2 Data files have been kept as
small as possible—no file contains more information than the Web site needs for each
newly visible Web page. This makes it unnecessary to search in files, accelerating access
to the data. Also, all summary statistics at higher levels (US, county) have been pre-
calculated to speed up access to minima, maxima, means, medians, and lower and
upper quartiles.

Discussion

A first version of the CEP Web site went online in March 1998, providing general infor-
mation and documents related to the project. A major remodeling of the site, providing
more extensive descriptions of the air toxics data, took place in November 1998. The re-
lease of the data through the CEP Web site was scheduled to begin with interactive ta-
bles going online in December 1998. The micromap displays were expected to be posted
in the following months. However, EPA ultimately decided not to make the modeled air
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toxics concentrations available through its public Web site, due to concerns that the es-
timates for 1990 may not be representative of current conditions. EPA has made files of
the air toxics concentrations available to the public by request; data from the study have
been more widely disseminated, through the Web as well as other mechanisms, by state
and local environmental agencies and by other organizations. Recently, the
Environmental Defense Fund added data and results based on the CEP to their
http://scorecard.org Web site.

While most work on the CEP Web site was completed as originally planned, mi-
cromaps have not been fully integrated into the GPL yet. At the current stage, it seems
to be advisable to revise the approach for joining the GPL with micromaps. The BLS
GPL was originally developed in 1996, and a new (commercial) version of the GPL has
been recently developed by an up-and-coming software company. This new GPL is cur-
rently in its alpha testing phase and it has been scheduled for release in the spring of
2000. The new GPL already contains many of the features that were intended for the
BLS GPL but were never included in the old version. The inclusion of maps and mi-
cromaps based on the generalized maps developed for the CEP Web site appears to be
straightforward with the new GPL. Although the BLS GPL is still a useful tool, in par-
ticular because its source code can be obtained for free from BLS, it seems to be advis-
able to use the new GPL for larger future applications. Several employees in federal
agencies such as the federal Centers for Disease Control and Prevention and BLS have
already expressed interest in investigating the use of the new GPL. Even if concerns
about data timeliness mean that the CEP Web site never becomes publicly accessible, it
seems to be likely that the idea of hierarchical clickable micromaps in the (new) GPL en-
vironment might be used in another federal project in the near future.
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Geographic Analysis of Childhood Lead Exposure in
New York State

Thomas O Talbot, MSPH,* Steven P Forand, MA, Valerie B Haley, MS
Geographic Research and Analysis Section, Bureau of Environmental and Occupational
Epidemiology, New York State Department of Health, Troy, NY

Abstract

This study examines the geographic variation in the blood lead levels
(BLLs) of New York State children using spatial filtering, contour mapping,
and regression techniques. Data for 364,917 children tested for BLLs prior to
age two were extracted from New York State’s electronic blood lead reporting
system. Spatial filtering methods were used to determine which areas of the
state had the highest prevalence of children with elevated BLLs (BLLs >10
µg/dL). The method used a variable filter size to allow for the simultaneous
evaluation of urban and rural areas of the state. The results showed that sev-
eral upstate urban areas had the highest proportion of children with elevated
BLLs. Screening rates were also found to be higher in areas with a high pro-
portion of children with elevated BLLs, indicating that areas with a high risk
of lead exposure were well screened. Multiple regression analysis, using areas
made up of merged zip code regions as the units of observation, was con-
ducted to describe the relationship between the prevalence of children with el-
evated BLLs and community characteristics. High prevalence of elevated BLLs
was predicted in areas with older housing stock, a smaller proportion of high
school graduates, and a larger proportion of black births. Separate models
were developed for New York City and the rest of the state, since the effect of
the variables was lower in New York City.

Keywords: lead poisoning, disease surveillance, socioeconomic status,
New York State, children

Introduction
Lead poisoning is considered to be one of the most prevalent and preventable child-
hood health problems in New York State (1). Blood lead levels (BLLs) as low as 10 mi-
crograms per deciliter (µg/dL) are associated with adverse effects on learning,
behavior, and growth. Higher BLLs can lead to anemia, severe central nervous system
damage, and even death (2). Young children are at a heightened risk for elevated BLLs
because lead intake as a proportion of body mass and metabolic uptake rates are higher
in children than in adults. In addition, the central nervous systems of children are more
vulnerable during early childhood development (3). Normal mouthing activity may
also result in the ingestion of contaminated dust and soil.

A major source of lead exposure for children is lead-based paint in older houses.
Indoor house dust may be lead-contaminated when the paint is chipped, peeling, de-
teriorating, or spread during renovation. Children in New York State are at particular
risk because the state has the largest proportion (47%) and largest number of housing
units built before 1950 (3.4 million units) of any state. Other sources of lead exposure
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include lead in soil and dust from external paint, industrial emissions, and gasoline;
lead in water pipes with lead solder; and lead brought into the home from occupational
exposures, hobbies, and ceramic ware.

The prevalence of children with elevated BLLs is not evenly distributed across New
York State. Locating areas with a high prevalence of children with elevated BLLs is im-
portant for identifying possible exposures in those areas. Two methods were used to ex-
amine the geographic variation in the prevalence of elevated BLLs across New York.
One method used spatial filtering techniques to identify and display these areas. The
other method involved using multiple regression techniques to identify community
characteristics associated with areas with high prevalence of elevated lead values.

Displaying rates of disease over a large geographic area has always been problem-
atic. State health departments traditionally display health outcome rates at the county
level. These maps may not be very informative; it is difficult to identify high-incidence
areas, which may either be localized within part of a county or cross county boundaries.
Mapping health outcome data at smaller geographic levels, such as census tract or zip
code, often produces rates of disease that vary widely due to chance alone, especially
when the health outcome under analysis is rare. In addition, data regarding the under-
lying population size are often obscured when displayed in this manner.

Population density varies widely across the state. As expected, the distribution of
health outcomes follows the population distribution. It therefore becomes necessary to
take into account varying population densities when displaying the data on a statewide
basis. To accomplish this we used spatial filtering techniques that control the size of the
population for which disease rates are estimated. Stabilized rates were then obtained
and displayed as a continuous distribution across the state. The geographic patterns in
BLLs and blood lead screening were mapped. These maps are useful for identifying
areas with high prevalence of exposed children and areas where blood lead screening
rates are low. 

We also developed a regression model to predict prevalence of elevated BLLs
in areas for which insufficient screening data exist. Regression analyses can also iden-
tify areas with higher rates of elevated BLLs than we would expect from our model.
These areas can be examined more carefully to better characterize the factors that con-
tribute to lead exposure in communities. 

Elevated childhood BLLs have been associated with housing and sociodemo-
graphic characteristics including older housing stock, a higher proportion of children
living below the poverty level, and a lower proportion of high school graduates (4–8).
They have also been associated with a higher proportion of households headed by a fe-
male, a higher percentage of minority births, and higher population density. Studies
have also shown that children’s lead levels tend to be higher in the summer months
(9–11). Multiple regression techniques were used to examine the relationship between
housing and sociodemographic characteristics and children’s BLLs across the state. The
results from the regression analysis were also examined geographically and compared
with the results from the spatial filtering methods.

The objectives of these analyses were to:

• Identify geographic areas of New York State with high prevalence of elevated
BLLs in children.

• Identify areas with low blood lead screening rates in children.
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• Develop a model describing the prevalence of high BLLs as a function of com-
munity characteristics using multiple regression analysis.

• Identify communities that could be targeted with additional educational, screen-
ing, and remediation programs.

Materials and Methods

Data
New York State requires universal screening for lead in children under the age of six.
The New York State Department of Health currently receives approximately 870,000
blood lead reports a year for both children and adults. Blood lead reports include the
name and address of the child, the name and telephone number of a parent or guardian,
the blood lead value, and the method by which the blood sample was obtained. A total
of 537,704 records for children who were born in 1994 and 1995, resided in New York
State, and were screened for blood lead at least once prior to age two were extracted
from the lead reporting system (12). This cohort represents 69.3% of the births in New
York State in 1994 and 1995.

For children who were screened more than once prior to age two, the highest BLL
measure taken by venipuncture was used because these samples are less susceptible to
environmental contamination than finger stick samples (13). Finger stick measures
were used if no venipuncture measures were available for the child. BLLs were catego-
rized into two groups: less than 10 µg/dL, and 10 µg/dL and above. This is the inter-
vention level recommended by the federal Centers for Disease Control and Prevention.
The data were then aggregated at the zip code level. In cases where the child had a
missing or invalid zip code, address-matching software (14) was used to assign the cor-
rect zip code. To obtain valid zip codes in cases where no street or town information
was available for the child, the parent or guardian’s phone number was matched to dig-
ital phone directories (15). Valid zip codes could not be obtained for 3.8% of the chil-
dren screened. The remaining dataset contained 364,917 children with blood lead tests,
which represented 66.7% of children under two years old born in 1994 and 1995. 

To obtain a denominator for screening rates, data on all births in New York State in
1994 and 1995 were obtained from the New York State Bureau of Vital Statistics (16).
The data were aggregated at the zip code level and the percent of children tested and
percent of black births were calculated. The dataset was then merged with housing and
demographic data from the 1990 Census (17) for use in the regression analysis.

Spatial Filtering Methods
In this analysis, it was not practical to map the lead prevalence of the birth cohorts at
the zip code level because many of the zip codes had few blood lead tests. Of the 1,601
zip codes, almost half had fewer than 50 children tested for blood lead. Spatial filtering
techniques were developed to overcome some of the difficulties in mapping the data by
small geographic area. These methods are a variation on the techniques described
by Openshaw et al. (18,19), Turnbull et al. (20), and Rushton and Lolonis (21). In the first
step, a layer of grid points 1 kilometer apart was created covering the entire state.
The zip code file containing the number of births, the total number of lead tests, and the
number of lead tests with results higher than 10 µg/dL was mapped, and the zip code
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centroids were overlaid on the grid point file. Because there are large fluctuations in
population density between the urban and rural portions of the state, a stable popula-
tion denominator was chosen on which to base the screening rates. In this case, rates
were based on a minimum of 200 children screened.

The following procedure was then carried out for each grid point. First, the nearest
zip code centroid to the grid point was located. The number of children screened for
lead and the number of children with elevated lead values were then tabulated. If the
number of children screened was less than 200, the next nearest zip code centroid was
located and the number of children screened and the number of children with high lead
values were added to the values from the previous zip code. This process was contin-
ued until the total number of children screened reached 200, at which point the percent
of children with elevated lead values was calculated for that grid point. This process
was then carried out on each grid point until all grid points in the state had been as-
signed prevalence rates. Because the grid points were spaced more closely together
than the zip code centroids, there was a significant overlap in the area sampled around
one grid point and that of its neighboring grid point. To ensure that all information was
used, a minimum radius of 0.75 times the spacing of the grid (in this case, 0.75×1.0
km=0.75 km), was used at each grid point. This radius was then extended, when re-
quired, to ensure that the minimum number of observations was captured at each grid
point.

Contour modeling software (22) in conjunction with desktop mapping software
(23) was used to create a contour model based on the percentage of children with ele-
vated lead values at each grid point calculated in the previous step. In this way, it was
possible to represent the data continuously as a moving average. 

The percentage of children screened for lead was analyzed using a similar method-
ology. The New York State vital statistics file provided the number of children born in
1994 and 1995 in each zip code. The percentage of children screened at each grid point
was calculated based on a minimum of 200 live births.

Regression Analysis Methods
Least squares regression was used to examine the relationship between children’s BLLs
and community characteristics. Housing variables examined were percent of houses
built before 1940, percent of houses built before 1950, and percent of houses vacant.
Socioeconomic variables examined were percent of adults age 25 and older who grad-
uated from high school, percent of children under 5 years living below the poverty
level, percent Hispanic, percent black births, percent of population that rents a home,
and population density. An additional variable, the percent of children in each zip code
who were tested in summer and fall (June to November), was also examined.

The percentage of children with elevated BLLs (i.e., >10 µg/dL) in each zip code,
rather than the mean or geometric mean of the BLLs, was chosen as the dependent vari-
able. This was necessary because labs report different detection limits of BLL and ex-
treme results may be due to child-specific traits, such as pica, that could not be
controlled for in this type of analysis. The dependent variable was log-transformed to
normalize the distribution.

Zip code areas were used as the level of analysis. The distribution of the prevalence
of high BLLs in the 1,601 zip codes was found to be bimodal due to a large number of
zip codes having no elevated BLLs. This occurred primarily in areas of low population.
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To adjust for this, zip codes with demographically similar adjacent neighbors were
manually merged to create zip code groups with a minimum number of children
screened. All zip codes with fewer than 100 children tested were merged; merging be-
yond this point provided greatly diminished returns in correlation. The estimates of the
rates of elevated BLLs improved and the zero values changed to small values as the
data were aggregated. The distribution of the BLLs also changed from a bimodal dis-
tribution to a normal distribution. The final number of zip code groups in the dataset
used in the regression analysis was 740.

The regression models were developed using SAS software (SAS Institute, Cary,
NC) (24). First, the shape and effect of the bivariate associations of each variable with
the dependent variable for New York State were examined. Because the effects of the
explanatory variables in New York City were muted compared with the effects in the
rest of the state, and no available variables explained this difference, two separate mod-
els were developed: one for New York City and one (called the Upstate model) for the
rest of the state. The maximum R2 improvement technique was used to find the “best”
one-variable model, two-variable model, etc. A parsimonious model was chosen in
which the addition of variables would not add significantly more information to the
model. The importance of interactions and curvilinearity were then investigated.
Diagnostic methods were used to detect influential observations and multicollinearity,
verify the linearity of the regression function, and verify the constant variance and nor-
mality of the error terms.

The regression residuals were mapped to more rigorously compare the observed
and expected rates. The residuals were standardized for the New York City and Upstate
models separately so that the variation would be on the same scale for the combined
map. The Moran’s I statistic was calculated to test for spatial autocorrelation between
the regression residuals of neighboring zip codes.

Results

Spatial Filtering Results

The geographic distribution of the prevalence of elevated BLLs is mapped in Figure 1.
The map shows that several urban areas of upstate New York have communities with
a large portion of children with elevated lead levels; the cities of Buffalo, Rochester,
Syracuse, Schenectady, and Albany all had areas in which more than 25% of the chil-
dren tested had elevated BLLs. The city of Newburgh in Orange County also had a
large area in which 20–25% percent of the children tested had elevated BLLs. The high-
prevalence areas are small compared with the size of the counties that contain them, but
the population densities of these areas are higher than those of their surrounding coun-
ties. In no area of New York City did more than 20% of the children have elevated BLLs.
There was one small area of Brooklyn in which 15–20% of the children screened had el-
evated BLLs. The rest of the city had prevalence rates of elevated BLLs that were low
compared with upstate urban areas.

The percent of children screened for lead is mapped in Figure 2. In New York State,
the areas with the highest prevalence of elevated BLLs (>25% of children screened with
BLLs >10 µg/dL) also had the highest screening rates, with more than 80% tested. With
the exception of the city of Schenectady, all of the major upstate cities with areas hav-
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ing a high prevalence of elevated BLLs also had high screening rates. This trend was
also apparent in New York City. More than 80% of the children were screened in the
area of Brooklyn that had the highest prevalence of children with elevated BLLs. In ad-
dition, high screening rates were also observed in areas of the South Bronx and upper
Manhattan.

Regression Analysis Results
Age of housing, race, and education level were the most significant variables in ex-
plaining variation in BLLs (Table 1). The variable, percent of housing built before 1940,
was selected for inclusion in the model because it was a slightly better predictor of BLL
than percent of housing built before 1950. The poverty and education variables were
highly correlated (R=–0.8), so including both in the model would have been problem-
atic. Education was chosen for inclusion in the final model because it explained more
variation. Other demographic variables only explained a small amount of the variation
in BLLs, and were not included in the final model. 

The model assumptions of linearity of the regression function and constant vari-
ance and normality of the error terms were valid. There were no influential observa-
tions, and multicollinearity was small.

The observed prevalence of elevated BLLs in the 740 zip code groups is mapped in
Figure 3, and the prevalence predicted by the model is shown in Figure 4. The maps
show similar patterns.

The regression residuals for the 740 zip code groups are mapped in Figure 5. Areas
where more children have elevated BLLs than the model predicts have positive residu-
als. These areas appear to be clustered in Brooklyn, eastern upstate New York, and east-
ern Long Island. The Moran’s I test statistics show that zip code groups with common
boundaries were positively correlated after adjusting for the education, age of housing,
and race variables used in the regression model (p<0.001). Spatial autocorrelation was
also found to be inversely proportional to the distance between zip code group cen-
troids up to a distance of 40 miles (p<0.001).

Figure 6 shows the association between the percent of children screened and the
percent of children screened with elevated BLLs in the 740 zip code groups. The percent
of children screened increases with the percent of children with elevated BLLs. The re-
sults were similar to those observed with the spatial filtering method (see Figures 1 and
2). In the areas of the state, excluding New York City, with the highest prevalence of el-
evated BLLs, 89% of the children had been screened. This effect was also seen in New
York City. 

Because the independent variable was log-transformed, the meanings of the re-
gression coefficients are more difficult to interpret. Figure 7 contains conditional effect
plots to facilitate interpretation of the results. These plots show the predicted value of
elevated lead levels versus each of variables used in the model while holding the other
variables at their means. The effect of the three major variables (age of housing, educa-
tion, and race) is stronger in the Upstate model than in New York City model.

Discussion

Spatial filtering techniques were used to identify areas of the state with the highest
prevalence of elevated BLLs in children (Figure 1). In addition, we mapped statewide
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screening rates (Figure 2). Screening rates were found to be highest in areas with high
proportions of children with elevated BLLs, indicating that areas with a high risk of
lead exposure were well screened.

Spatial filtering techniques were used to overcome some of the problems typically
seen when mapping disease rates for small areas. Using a spatial filter based on popu-
lation size rather than a fixed geographic size ensures that enough births were selected
at each grid point to calculate a stable rate. One advantage of this method is that we
were able to examine the geographic variation in BLLs throughout New York State,
which has both rural and urban areas. In areas of high population density the process
may capture data from only the nearest zip code. The rate would be stable because the
population of that zip code would be large. In areas of low population density it was
necessary for each grid point to capture data not only from the nearest zip code, but also
from one or more of its neighboring zip codes in order to obtain a stable rate. Because
of the varying geographic size of the filter it is possible to display and analyze the data
for the entire state using a single summary level.

In addition, we were able to display the information as a continuous distribution
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Figure 6 Lead screening and elevated lead rates in children born 1994–1995 and screened
prior to age two. Data based on 740 New York State zip code groups. Separate plots are dis-
played for New York City and the rest of New York State.
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Figure 7 Conditional effect plots for the New York City and Upstate models. Mean values for
percent of homes built before 1940=34%, percent black=12%, and percent high school gradu-
ates=77%.
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rather than one limited to predefined political boundaries. It is illogical to assume that
the distribution of a health outcome changes precisely at the border of a county, census
tract, or some other predefined boundary. Using grid points spaced much more closely
than the unit of analysis ensures that disease rates will be displayed more accurately as
a moving average across political boundaries. The effects of the smoothing are critical
in areas of low population density.

Multiple regression analysis identified age of housing, education, and race as the
community characteristics associated with elevated BLLs. This is consistent with previ-
ous studies examining the socioeconomic characteristics associated with elevated BLLs
(5–7). This analysis was carried out at the zip code area level. The smaller the units of
analysis, the more homogenous the groups will likely be, and the more accurate the es-
timate of effect. However, the disadvantage of using small groups is that the estimates
of disease rates are unstable. As the zip code areas were merged, the resulting correla-
tion coefficient also increased. The increase in the percent-explained variation must be
weighed against loss of information from using more heterogeneous areas.

Figure 3 shows the observed prevalence of elevated BLLs in the 740 zip code areas.
This map shows a similar pattern of elevated BLLs in the upstate cities to that shown in
Figure 1, which was produced using the spatial filtering method. The spatial filtering
method is much faster than the manual merging of zip codes. Using it, one can easily
plot maps based on the capture of different numbers of children and compare the re-
sults. The spatial filtering method can also be used to map individual-level data for
which geocoded data are available.

The lower prevalence of elevated BLLs in New York City than in upstate areas is
surprising considering that New York City is among the oldest and most densely pop-
ulated areas of the state. New York City has a higher percentage of older housing stock
and minority births and a lower percentage of high school graduates than does the rest
of New York State. Based on these characteristics, New York City would be expected to
have one of the highest prevalence rates of elevated BLLs in the state. This was not the
case, however, and none of the variables examined in this analysis could explain the
findings. One possible explanation for this difference is that New York City was one of
the first localities to ban lead-based paint, prohibiting residential use beginning in 1960.
Lead paint was not banned in the rest of the state until the federally imposed ban took
effect in 1978 (26). Further research is needed to determine what factors have con-
tributed to the city’s lower prevalence of elevated BLLs.

Spatial autocorrelation of lead prevalence rates suggests that similarity among
nearby areas was not completely accounted for by the variables in the regression model.
Neighboring zip code groups may be similar because neighborhoods may cross zip
code group boundaries, and because children may visit or use services in nearby areas.
Environmental characteristics, housing characteristics, secondary occupational expo-
sures, and behavioral factors may also be similar in neighboring zip code groups.
Several areas in the state had higher rates of elevated BLLs than we would expect from
our model. Further investigation would help us better characterize the risk factors that
may be associated with these differences.

This study has several advantages over previously published geographic analyses
of lead exposure. These include a larger number of children screened in the study, a
higher screening rate, and the use of direct blood lead measurements rather than indi-
cators such as erythrocyte protoporphyrin. In addition, improved mapping techniques,
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the inclusion of a wide spectrum of population density, and restriction of the data
analysis to children under the age of two allowed a more rigorous analysis of the geo-
graphic distribution of elevated BLLs in children.
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Integration of Particulate Air Modeling with a GIS: An
Exposure Assessment of Emissions from Two
Phosphate-Processing Plants

Gregory V Ulirsch,* Debra L Gable, Virginia Lee
Agency for Toxic Substances and Disease Registry, US Public Health Service, Atlanta, GA

Abstract

Particulate air emissions from two phosphate-processing plants, which
constitute the Eastern Michaud Flats Superfund site in Pocatello, Idaho, will be
modeled as part of an ongoing public health assessment being conducted by
the federal Agency for Toxic Substances and Disease Registry (ATSDR). The re-
sults of the air dispersion modeling will be integrated into a geographic infor-
mation system (GIS) as a separate coverage. Based on current health-based
guidelines for particulate air exposures, the results of the air dispersion mod-
eling will be overlaid on base coverages provided by the TIGER/Line files, in-
tegrated with applicable demographic information from the US Census
Bureau summary tapes. Demographic information on the population from the
census block groups that are located completely within areas exposed at levels
of health concern, will be abstracted from this overlay analysis. Other tech-
niques (e.g., simple population density spreading or the kernel density
method) will be employed to determine the demographic information from
census block groups that are partially exposed at levels of health concern.
Maps will be produced that display the areal concentration isopleths of the
modeled particulate emissions and show which census block groups are af-
fected. Demographic information from the created attribute tables will be
queried and summarized to determine the total population exposed at levels
of health concern, age structure, socioeconomic status, and other parameters.
The results of the exposure assessment will be used as a basis for a separate
study, an ecologic health study of mortality in the population exposed at lev-
els of health concern. This study will be conducted at the University of North
Carolina at Chapel Hill.

Keywords: exposure assessment, epidemiologic health studies, particu-
late matter, air modeling

Study Background

In 1996, the Shoshone-Bannock Tribes in Fort Hall, Idaho, contacted the federal Agency
for Toxic Substances and Disease Registry (ATSDR) requesting an evaluation of current
and historical exposures to particulate matter (PM) and other air emissions from two
nearby phosphate-processing plants (one owned by the FMC Corporation [FMC] and
one owned by the JR Simplot Corporation [Simplot]). Together, these corporations con-
stitute the US Environmental Protection Agency’s (EPA’s) Eastern Michaud Flats
Contamination (EMF) National Priorities List (NPL) site. Tribal and non-tribal com-
munity members have consistently expressed concern regarding the occurrence of
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asthma and upper respiratory infections that, they believe, are related to exposure to air
pollutants emanating from the EMF site. In 1995, ATSDR completed a health study of
persons living on the Fort Hall Indian Reservation to investigate concerns related to res-
piratory and renal disorders being treated by the Indian Health Service clinic. This
study concluded that the prevalence of pneumonia and chronic bronchitis was statisti-
cally significantly elevated among Fort Hall participants as compared to participants at
another Native American reservation. Testing of pulmonary function in the Fort Hall
sample showed decreased air flow, but none of these differences were statistically sig-
nificant. Biological monitoring for cadmium, chromium, and fluoride values in urine
samples from both reservations were within normally defined values, and no differ-
ences between the two reservations were found (1). ATSDR is also currently investigat-
ing the potential for human exposures (past, present, future) to groundwater, surface
water and sediment, surface soil, and biota in relation to the EMF site.

Goals and Purpose of Study

The major limitation of the previous ATSDR health study of the residents of Fort Hall
was the uncertainty in assigning exposure levels to contaminants emanating from the
two phosphate-processing plants (1). In addition, the study recognized that most of the
highest exposures to air contaminants may have occurred in the past and that the study
methodology could not identify historically exposed persons (1). The current ATSDR
exposure assessment will attempt to determine a population that is currently and his-
torically exposed to air emissions (particularly PM) from the two phosphate-processing
plants and other potential sources. Using the results of ATSDR’s exposure assessment,
the University of North Carolina at Chapel Hill (UNC) School of Public Health will con-
duct an ecologic health study of respiratory and cardiopulmonary mortality in areas
where persons have been exposed to PM at the level of health concern.

Study Area and Site Background

The EMF NPL site is made up of the FMC Elemental Phosphorous Plant and the
Simplot Don Plant. The nearest major population areas, Pocatello and Chubbuck,
Idaho, are located east-southeast and east-northeast, respectively, of the FMC/Simplot
plants (Figure 1). The facilities are about 2.5 miles from Pocatello. The FMC plant is lo-
cated on Fort Hall Reservation land (in the southern part of the reservation) and the
Simplot plant is on state land. The Town of Fort Hall is located about 8 miles north-
northeast of the facilities. 

The FMC plant covers an estimated 1,189 acres and adjoins the western boundary
of the Simplot plant (2). Elemental phosphorus production at the facility has changed
little since the plant operations began in 1949. Phosphorus-bearing shale is shipped to
FMC via the Union Pacific Railroad during the summer months. Ore cannot be shipped
in the winter because it would freeze in the rail cars; therefore, the ore is stockpiled at
the facility during the winter months. Ore from the stockpiles is processed in four elec-
tric arc furnaces. The furnaces’ reaction yields gaseous elemental phosphorus and
byproducts. Some of the byproducts contain radioactive components. The elemental
phosphorus is subsequently condensed to a liquid state and eventually shipped off site.
About 1.5 million tons of ore are processed at the plant each year. The disposal of
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byproduct waste material at and around the facility has produced slag piles that cover
large areas of land (2).

The Simplot plant covers about 745 acres and adjoins the eastern property bound-
ary of the FMC facility (2). The plant began production of single superphosphate fertil-
izer in 1944. In 1954, the facility began producing phosphoric acid. The phosphoric acid
is now produced using an aqueous process. Formerly, phosphate ore was transported
from the mines to the facility via rail. As of September 1991, the Simplot plant receives
phosphate ore through a slurry pipeline. The phosphate ore slurry is processed at the
Simplot plant in phosphoric acid reactors and then further processed into a variety of
solid and liquid fertilizers. The plant produces 12 principal products, including five
grades of solid fertilizers and four grades of liquid fertilizers (2).

Epidemiologic Studies of Particulate Matter Exposures

“Particulate matter” is the term used for a mixture of solid particles and liquid droplets
found in the air. Coarse particles (larger than 2.5 micrometers [µm] in diameter) come
from a variety of sources, including windblown dust and grinding operations. Fine par-
ticles (smaller than 2.5 µm) result from fuel combustion (from motor vehicles, power
generation, and industrial facilities), residential fireplaces, and wood stoves. Before
1987, EPA’s standards regulated larger particles (also know as total suspended particles
[TSP]). By 1987, research had shown that the particles of greatest health concern were
those 10 µm in diameter or smaller, which can penetrate into sensitive regions of the
respiratory tract. At that time EPA and the states took action to monitor and regulate
PM that was 10 µm and smaller (PM10). In the years since the previous standard was
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enacted, hundreds of studies have been published on the health effects of PM. These
studies suggest that adverse health effects in children and other sensitive populations
have been associated with exposure to PM concentrations well below that allowed by
the 1987 PM10 standard (3).

Moreover, these studies have indicated that the fine particles (PM2.5), which pene-
trate more deeply into the lungs, are more likely than coarse particles to contribute to
adverse health effects. Some of the health effects associated with PM2.5 exposures are (3):

• Premature death
• Respiratory-related hospital admissions and emergency room visits
• Aggravated asthma
• Acute respiratory symptoms, including aggravated coughing and difficult or

painful breathing
• Chronic bronchitis
• Decreased lung function that can be experienced as shortness of breath
• Work and school absences

These studies indicate that the elderly, individuals with pre-existing heart or lung
disease, children, and asthmatics are at the most risk for adverse health effects from ex-
posure to PM2.5. For these reasons, on July 17, 1997, EPA revised its PM standards to in-
clude a primary (health-based) annual average PM2.5 standard of 15 micrograms per
cubic meter (µg/m3) and a 24-hour PM2.5 standard of 65 µg/m3 (3).

Study Area Topography and Meteorology

The local terrain in the Pocatello area is classified as meteorologically “complex.” East
of Pocatello, the Pocatello Mountain Range rises from about 4,400 feet to about 6,500
feet above mean sea level. Southeast of the FMC and Simplot facilities is the city of
Pocatello, which lies in the funnel-shaped Portneuf Valley. The valley virtually closes at
the southern boundary of the city of Pocatello. The northern end of the Bannock Range
is immediately south of the FMC and Simplot facilities. This range tapers down to a
north-pointing wedge shape just east of the Simplot facility and forms one side of the
Simplot gypsum stacks. The ridge just southeast of Simplot rises from Simplot’s base el-
evation of 4,449 feet to about 5,700 feet. The terrain south of the facilities (between them
and the Bannock Range) gives way to the Michaud Flats of the Snake River drainage to
the north, and to the Arbon Valley to the west. From the southwest, clockwise to north-
northeast of the facilities, the terrain is generally flat for several miles (4). 

Long-term meteorological data in the study area are primarily obtained from the
National Weather Service (NWS) station at the Pocatello Airport, located west-
northwest of the FMC and Simplot facilities (Figure 1). The wind rose (Figure 2) shows
a marked preference for west to south winds with a prevailing wind direction from the
southwest. A secondary preference for wind direction is indicated from the northeast.
The lowest frequency of wind direction is from the east to south-southeast. Wind data
from Simplot’s meteorological station, located north of the Simplot facility, indicate a
prevailing wind direction from the southwest to west-southwest, with a strong second
predominant wind direction from the southeast to east-southeast. This secondary flow
is clearly out of the Portneuf Valley and is a nighttime drainage wind flow (4).

Emissions from the phosphate plants and area topography both contribute to local
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air pollution. Particulates, phosphate pentoxide, metals, and radionuclides escape into
the atmosphere from the stacks during production of phosphorus products. Fugitive
dust from the waste ponds, ore stacks, and waste piles on the site is also a concern. The
effect of these industrial emissions on air quality is compounded by the complex local
topography and climatic conditions. Winds from the southwest sector carry pollutants
from these plants toward population areas in northern Pocatello, Chubbuck, and the
Fort Hall Reservation. In the study area, temperature inversions, caused by high-
pressure subsidence and radiative cooling, can occur year-round. During these inver-
sions, emissions from the industrial plants might become trapped and form a dense
brown cloud about 1,000 feet above the ground, extending 4 to 5 miles in length and 32
miles in width, or the emissions might stay at ground level (1).

Area Monitoring Network and Historical PM Levels

The Idaho Department of Environmental Quality (IDEQ) began monitoring the air in
the study area for TSP in 1975. Basing its decision on TSP data collected from 1975 to
1977, EPA designated the area as in nonattainment status (5). The original air monitor-
ing network consisted of three stations: the sewage treatment plant (STP), the
Chubbuck School (CS), and Idaho State University (ISU) (Figure 3). Monitoring data for
the maximum 24-hour and average annual TSP concentrations are available from these
three monitoring stations for 1977 through 1987. EPA’s primary health-based average
annual TSP standard at that time was 75 µg/m3. During this 11-year period, this
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Figure 2 Pocatello Municipal Airport wind rose, October 1996 through November 1997.
Source: Idaho Department of Environmental Quality.



standard was exceeded 10 times at the STP site, 4 times at the CS site, and 0 times at the
ISU site. Average annual and 24-hour maximum PM10 monitoring has been ongoing at
the STP site since 1986, at the CS and ISU sites since 1988, and at a new site (Garrett and
Gould [G&G]) since 1990 (Figure 3). EPA’s health-based annual average PM10 standard
(established in 1987) is 50 µg/m3. During the time period of PM10 monitoring, the stan-
dard has been violated 4 out of the 12 times at which samples were taken at STP, 0 out
of 9 times at ISU, 0 out of 10 times at CS, and 0 out of 7 times at G&G. Since 1996, the
Shoshone-Bannock Tribes and EPA have operated three air monitoring sites: two lo-
cated just north of the FMC facility (Primary Particulate [PP] and Shoshone-Bannock
[SB]) and one background site (BG) located about 4 kilometers west-southwest of the
PP and SB monitoring sites (Figure 3) (6). Monitoring at these sites is primarily for PM10;
however, every third day, samples from a dichotomous sampler, located at the PP site,
provide data for both the PM10 and the PM2.5 fraction (6). Although average annual
monitoring data are not currently available for the PP and SB sites, EPA’s 24-hour PM10

standard of 150 µg/m3 (established in 1987) has been exceeded at least 44 times be-
tween October 1996 and September 1997.

Included in EPA’s 1997 revision of the PM standards were regulations that called
for implementation of a monitoring network for PM2.5. The IDEQ is currently in the
process of implementing this monitoring network within the study area. Except for the
more recent PM2.5 data available from the PP monitoring site and several other seasonal
studies that included monitoring for PM2.5, historical PM2.5 data are very sparse. PM10

monitoring has also not produced a complete database dating back to 1977. To obtain a
better understanding of the historical PM2.5 and PM10 levels in the study area, several
site-specific ratios were used to estimate these levels where monitoring data were not
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available. Long-term data indicate an average PM10/TSP ratio of about 0.5 (7). Three
different studies have calculated ratios of PM2.5 to PM10 of 0.5, 0.66, and 0.76 (8).
Although the 1978–1979 study (PM2.5/PM10=0.76) was considered the best study with
respect to the number of samples taken (9), for the sake of this evaluation, the middle
value of 0.66 was chosen. Based on this ratio, actual and estimated historical values for
PM10 and PM2.5 were calculated and plotted (Figures 4 and 5). From these data, it can
readily be observed that PM levels at these monitoring sites have dramatically declined
since 1992. It is not known whether this decline is due to Simplot’s switch to a wet
process or due to other measures to reduce other sources of PM in the study area, or due
to both. From a public health standpoint, these data are also very illustrative. The data
indicate that, since 1977, the only monitoring station at which the PM10 standard has
been exceeded has been the STP site, which is located in a relatively sparsely populated
area. Because the CS, ISU, and G&G sites are all located in more densely populated
areas, one could conclude that the ambient air levels of PM, based on PM10 levels alone,
do not indicate a large public health impact. As previously indicated, however, studies
have shown that PM2.5 is the more important PM fraction from a public health stand-
point. As shown in Figure 5, since 1977, the health-based PM2.5 standard of 15 µg/m3

may have been exceeded frequently at all three monitoring stations located in popu-
lated areas. These data provide evidence for public health concern that persons in more
densely populated areas have been exposed to PM2.5 at levels that may result in adverse
health effects.

Design of Air Study

ATSDR is currently designing an exposure assessment methodology that will not only
address community concerns regarding past and present exposures to PM and other
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contaminants emanating from FMC/Simplot facilitates, but will also be scientifically
defensible. The second phase of the planned study, an ecologic health study of respira-
tory and cardiopulmonary mortality, to be conducted by the UNC’s School of Public
Health, is also under design. The basic designs of the exposure assessment and ecologic
health study have already been conceptualized. Some of the methodological issues that
have been and will be evaluated to determine the final design approach are discussed
in the next section.

A geographic information system (GIS) will be a main feature of the design of the
studies because (1) a GIS environment is an excellent platform for bringing together dis-
parate databases, (2) a GIS can be used to manipulate data to uncover the underlying
spatial associations between various data layers (making it a “value-added” product),
and (3) the “value-added” data produced within a GIS environment can be linked with
statistical packages outside a GIS. 

The first step in the basic design of the exposure assessment will be to use an air
dispersion model, like EPA’s Industrial Source Complex Model, to determine concen-
tration contours within which persons have been exposed to levels of PM2.5 above the
health-based standard of 15 µg/m3. The results of the air dispersion model will be im-
ported into a GIS and will then be edited to produce concentration polygons. Within the
GIS, an analysis will be performed to overlay these PM2.5 concentration polygons onto
the TIGER/Line files integrated with the 1990 or 1980 US Census Bureau summary tape
data. This overlay analysis will “clip” out the demographic information of persons who
have been exposed to PM2.5 above 15 µg/m3, as predicted by air dispersion modeling.
Demographic information about the total population exposed, total susceptible popu-
lations exposed (e.g., persons over 65 years old and children under 17 years old), and
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socioeconomic status of persons exposed will be obtained. This analysis will be per-
formed in five-year periods beginning with 1977 and ending with 1996. 

Mortality data for respiratory and cardiopulmonary deaths (International
Classification of Diseases, Ninth Revision [ICD-9] [10], codes 400–440 and 485–496) along
with lung cancer (ICD-9 code 162), will be obtained from the Idaho State Department
of Health for the counties that encompass the study area (Power and Bannock Counties)
for the years 1977 through 1996. The mortality data will be grouped by the same five-
year periods used in the exposure assessment. The addresses for these mortalities will
be matched and geocoded to street addresses from the TIGER/Line files. A point-in-
polygon analysis will then be performed to determine if the geocoded addresses for the
cardiopulmonary and lung cancer deaths are located within or outside each of the poly-
gons defining a geographic area where persons have been exposed at levels of health
concern. Data on the total number of mortality cases and the total exposed population
for each of the five-year periods will be used to calculate the crude mortality rates.
These rates and the aggregated age, sex, and socioeconomic status data for the exposed
areas will be used to control for ecologic confounding. The rates will be compared with
the rates for the state of Idaho. The analytical technique to be used in the health study
to control for ecologic confounding is still being evaluated (see the discussion below).

ATSDR Exposure Assessment Methodological Issues

The first basic issue in designing any exposure assessment that uses GIS is the choice of
the analytic method to use to define the areal extent of exposure and the advantages
and limitations of available methods. As indicated above, ATSDR has chosen air dis-
persion modeling to define the areal extent of exposure to PM2.5.

There are other impediments and potential data fallacies that need to be addressed
before designing any study using GIS or interpreting any result of a GIS analysis (11).
Three of the major impediments to the use of GIS within ATSDR’s exposure assessment
are the areal interpolation problem, the fallacy of the homogeneous polygon, and the
fallacy related to fuzzy boundaries (11). The areal interpolation problem arises when
data obtained from one reporting unit must be combined with data from a different re-
porting unit; questions arise about the correct way to interpolate the overlays of these
units as well as about what assumptions are to be made. The fallacy of the homoge-
neous polygon arises when it is assumed that a polygon delineates an area as homoge-
neous when indeed the phenomenon being represented by the polygon is not evenly
distributed across the area. The other fallacy, related to fuzzy boundaries, occurs when
it is assumed that the boundary between two polygons is discrete when it actually rep-
resents some sort of gradient (11). These methodological issues, as they relate to
ATSDR’s exposure assessment, are discussed below. 

Exposure and risk assessment in relation to environment and health is essentially
an attempt to estimate the level of exposure to specified pollutants, either for individu-
als or particular population groups. Direct measurements of exposure are rare, and usu-
ally only exist for a relatively small sample of people. Instead, levels of exposure
commonly have to be estimated by indirect means. Two main approaches available are
spatial interpolation from measurements of ambient pollution levels and modeling
based on data on emission levels and sources (12). Air dispersion models are usually
based on Gaussian plume dispersion equations and take into account emission source
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and meteorological and terrain effects. The use of dispersion modeling to assess expo-
sure has a number of advantages. These include the fact that dispersion modeling does
not rely on measured concentrations, meaning that it can be extended to areas and pol-
lutants for which no monitored data are available. Dispersion modeling also allows for
knowledge about dispersion processes and can take into account the pollution surface
and local factors that influence these processes (e.g., terrain, weather) (12).

Dispersion models suffer from three major limitations. The first is the demand for
data inputs to the models, which require various large databases that can be of ques-
tionable quality. The second limitation is that these models only work for areas rela-
tively close to the emission source, where Gaussian dispersion processes can be
assumed. The final limitation is that these models, for the most part, are designed to
work under simple conditions; that is, they operate best with limited sources of emis-
sions and under relatively simple terrain and weather condition (12,13). Very few at-
tempts at linking air dispersion models within a GIS are available in the literature (12).
However, there are a few examples in the published (14,15) and unpublished (16) liter-
ature that have incorporated the results of air or (more often) groundwater modeling
with GIS in order to perform a risk or exposure assessment. Many of these examples are
from applications of GIS to help local, state, and federal agencies evaluate risk from or
exposure to contaminants (17).

As indicated above, another method available for evaluating exposure is spatial in-
terpolation—a way to estimate pollutant levels at unsampled sites. In this type of analy-
sis, GIS can provide a range of interpolation techniques that can be used to produce a
concentration surface. However, spatial interpolation is not without its limitations and
considerations. The first consideration is the method of interpolation used (e.g., inverse
distance weighting, kriging, spline). The performance of different interpolation meth-
ods depends upon a number of factors, including the nature of the underlying spatial
variation in the phenomenon under consideration and the sample density and distri-
bution (12). 

In exposure and risk assessment, it is vitally important to assess the link between
the environment and health, especially if the results of the analysis will be used for fur-
ther epidemiologic studies. Misclassification of exposure and misclassification of dis-
ease play a major role in the degree of confidence one has in the results of
environmental epidemiologic investigations (18,19). Moreover, in contrast to the rela-
tively well-defined exposure characterization variables in an occupational setting, some
of the variables in environmental settings are not well defined or are not defined at all.
Understanding exposures in the residential setting is even more complicated. These ex-
posures are strongly influenced by seasonal or even daily lifestyle preferences, travel
and excursion habits, and indoor/outdoor concentration differences, as well as com-
plexities involved in the estimation of exposures in general (13). The most common ap-
proach to determining the populations at risk (exposed) has been to assume that people
living near the point source are at greater risk than those who live farther away. Various
summary articles (18,19) contain many examples that illustrate the use of GIS to con-
struct a buffer around a point, line, or area source. Buffers are, however, inevitably
crude indicators of risk or exposure, and without an understanding of the dispersion
processes and pathways involved, it is easy to use buffers of an inappropriate size
and/or shape. GIS clearly allows for modeling (either within the GIS or imported from
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an outside model) of more complex search areas, taking into account dispersion pat-
terns and other effects, where data permit (12).

The above discussion clearly provides a strong argument for the use of air disper-
sion modeling as the preferred approach for the ATSDR exposure assessment. The use
of modeling to define an exposed population can help overcome some of the impedi-
ments and data fallacies mentioned above. For example, if a radial buffer were used in
the analysis, the defined zone would represent an area assumed to have homogenous
exposure; however, in reality, a buffer-defined area could represent very low to very
high exposures. Moreover, air dispersion modeling versus the use of buffers allows a
researcher to define polygons that represent various exposure gradients, thus alleviat-
ing the problem of fuzzy boundaries. However, as previously indicated, Gaussian
plume models must be used with care. The validity of using air dispersion modeling for
this exposure assessment could be questioned because the FMC and Simplot sites con-
tain well over 100 different point, line, and area PM sources, the topographic and me-
teorological conditions of the study area are not simple, and most of the exposed
population is not near the primary sources of PM emissions. Many of these drawbacks
can be overcome by incorporating corrective equations that calibrate the model with
available monitoring data. For this reason, historical exposures before 1977, when air
monitoring began in the study area, will not modeled.

The problems of areal interpolation and the fallacy of the homogeneous polygon
must also be considered carefully when evaluating the method used to determine the
demographics of the exposed population defined by the air dispersion model. The
polygons that define the various exposure levels predicted by the air dispersion model
will not correspond to the US Census Bureau’s reporting units (e.g., block groups).
Furthermore, the populations within the census units are not evenly distributed.
Therefore, an overlay analysis method that does not provide some estimate of the pop-
ulation densities within each census unit will likely produce much exposure misclassi-
fication. ATSDR uses an area proportion program (a script written in Avenue, the
programming language of ArcView GIS [ESRI, Redlands, CA]) that is easy to use and is
good for many applications; however, it assumes that a population within a given cen-
sus reporting unit is evenly distributed. This method may provide reasonable estimates
of an exposed population in a completely urban setting; however, for this study, it is
likely that the exposed population resides in urban, suburban, and rural areas. Because
the results of the exposure assessment will be used as the basis for an epidemiologic
study of the population exposed at levels of health concern, it is of vital importance that
an accurate estimate of the “truly” exposed population be obtained. As previously men-
tioned, misclassification of exposure or disease in environmental epidemiologic inves-
tigations is a primary source of error. For these reasons, other methods are being
evaluated that provide better estimates of population densities within the census re-
porting units. The two methods currently being evaluated are the kernel density
method (20) and the census control population method (21). Both of these methods use
techniques that “disaggregate” the census reporting units, helping to alleviate the areal
interpolation problem and helping to avoid the fallacy of the homogeneous polygon.

UNC Ecologic Health Study Methodological Issues 

Ecologic studies have been featured prominently in environmental epidemiology
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because exposures are often already measured at the group level or because the limited
resources of some studies prohibit collection of individual-level data (22). Because of
the various methods that can be used within and outside a GIS environment to define
an exposed population, the choice of an ecologic study design is common when using
GIS in the analysis. Researchers using such a study design with GIS must address
unique methodological issues beyond those they might encounter using other epi-
demiologic study designs (e.g., cohort or case-control studies). First, researchers must
be careful in interpreting and conveying the results of an ecologic health study.
Although ecologic studies can provide valid information on associations of exposure
and outcome as related to a defined exposed group, they do not provide reliable infor-
mation on individual-level risk. That is, ecologic bias (fallacy) can arise when inferences
are drawn about associations at the individual level based on analyses conducted at the
group level (22). Moreover, in addition to the usual sources of bias that threaten
individual-level analyses, using ecologic analyses to estimate biological effects has an
underlying problem: reflecting the heterogeneity of exposure level and covariate levels
within groups. This heterogeneity is not fully captured with ecologic data because of
missing information on the joint distribution of exposure, disease, and covariates (22).
Ecologic fallacy can be easily avoided by not making any assertions regarding individ-
ual risks from the results of an ecologic study. The UNC study follows this admonition
in that it attempts to determine the association between PM exposures to the commu-
nity (a geographically defined exposed group) and cardiopulmonary mortality rates as
compared with statewide rates for Idaho (another geographically defined group). The
only data that will be collected on an individual level will be the mortality data.

The quality of an exposure assessment will determine the validity of an environ-
mental epidemiology study. Furthermore, errors in measurement of exposure can in-
troduce both bias and imprecision into the estimates of health effects (22). The
methodological issues related to the analysis techniques used in the ATSDR exposure
assessment have been discussed above. Disease misclassifications can also be a major
source of bias within any environmental epidemiologic study. The use of GIS in an
analysis does add methodological considerations related to disease misclassification be-
yond those that can be found in other epidemiology studies (e.g., increased disease di-
agnosis and systematic over-reporting of a disease). For example, within the current air
study design, inaccurate address-matching or low address-matching rates, using a GIS
or other software package, can provide incorrect or missing classification of a disease
case during the point-in-polygon analysis. The conditions for confounding differ for
individual-level versus group-level or ecologic analyses, and some types of confound-
ing cannot be controlled in ecologic analyses (22). Even when all variables are accu-
rately measured for all groups, adjustment for extraneous risk factors may not reduce
the ecologic bias produced by these risk factors. In fact, it is possible for such ecologic
adjustment to increase bias (22). There are two methods currently being evaluated to
control for ecologic confounders. 

Conclusions

It is apparent that GIS is an excellent platform for bringing together disparate databases
and, through spatial analysis, assessing the exposure and demographics of an area.
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It must not be assumed, however, that the results of a sophisticated analysis or well-
laid-out map actually are valid representations of the world they are trying to model.

Methods of estimating areas of health concern in exposure assessments (e.g.,
Gaussian air dispersion models), either outside or within a GIS environment, must be
used with an understanding of their limitations and the site-specific factors that may af-
fect the validity of their results.

The use of air dispersion modeling in a study of air exposures can help to alleviate
some of the data issues related to the fallacy of the homogeneous polygon and the prob-
lem of fuzzy boundaries.

Methods of estimating the demographics captured by modeling techniques that de-
fine an area of health concern must be used with care so that the problem of areal in-
terpolation and the fallacy of the homogeneous polygon can be alleviated. Analytical
techniques like the area proportion method are excellent for some applications; how-
ever, if exposure assessment information is to be used in an epidemiologic study of an
exposed population, the distribution of population densities within demographic geo-
graphic units must be evaluated before one can feel confident that exposure misclassi-
fication has been reduced to acceptable levels. 

An ecologic study design based on a GIS analysis carries with it unique method-
ological issues beyond those that may be encountered in other epidemiologic designs.
Ecologic fallacy, disease and exposure misclassification, and control for confounding
must be carefully considered when designing an ecologic study and in interpreting its
results.

The design of ATSDR’s exposure assessment and UNC’s ecologic health study will
be refined to estimate the association of PM exposures with cardiopulmonary mortality
with as much validity and precision as an ecologic approach allows.
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County, Youngstown, OH; (3) Health Commissioner, District Board of Health of Mahoning County,
Youngstown, OH; (4) GIS Administrator, Mahoning County Planning Commission, Youngstown, OH

Abstract

In the early 1990s, the District Board of Health of Mahoning County
(Youngstown, Ohio) used pregnancy-related behaviors to assist the commu-
nity in planning prenatal and birth outcome interventions. The first mappings
of prenatal behaviors and birth outcomes were crude small-area-analysis maps
by census tract and zip code, prepared by hand. Since 1994, the District Board
of Health and the Mahoning County Planning Commission have prepared
geographic information system (GIS) mapping of pregnancy behaviors and
birth outcomes. These maps have assisted agencies and community collabora-
tives by highlighting high-risk census tracts indicating a need for public health
interventions. With birth certificate data received from the Ohio Department
of Health, frequency counts of key health indicators are computed. Prenatal
and birth indicators include percentages of low birth weight infants, tobacco
usage during pregnancy, trimester of entry into prenatal care, and number of
births to teens ages 15 to 17. Census tract mappings of these indicators are
made for the entire county, including all cities and villages.

Keywords: birth outcomes, birth weight, prenatal, smoking, teen births

Introduction

In the early 1990s, the Healthy Outcomes of Pregnancy Consortium for Mahoning
County was established. The consortium goal was to reduce infant mortality in the
community. Health behavioral indicators such as tobacco use during pregnancy, the
trimester of entry into prenatal care, and the percentage of low birth weight infants
were targeted for review and analysis. Small area analysis of these indicators by census
tract as reported on birth certificate data was completed. Small area analysis maps by
census tract and zip code were prepared by hand. Birth certificate information was
gathered from lengthy printout sheets from the Ohio Department of Health, Vital
Statistics Division. Various risk indicators were then hand-counted by census tract. The
maps of the percentage or rate occurrence by census tract or zip code were hacked with
pencil and ruler.

Methods

In 1996, the District Board of Health of Mahoning County and the Mahoning County
Planning Commission combined expertise to create geographic information system
(GIS) mappings of public health concerns in the county. On receipt of birth certificate
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data from the Ohio Department of Health, the Mahoning County Planning Commission
assigns census tracts to all the records by first geocoding the home address of the child.
Once the records are assigned census tracts, the District Board of Health analyzes them
for specific public health indicators. The District Board of Health completes the birth
certificate analysis using Statistical Analysis Software (SAS). Major prenatal and birth
outcome indicators, such as percentages of low birth weight infants, tobacco usage dur-
ing pregnancy, trimester of entry into prenatal care, and number of births to teens ages
15 to 17, are computed by census tracts. Census tract mappings of these indicators are
then created through Atlas Mapping Software for the entire county, including cities and
villages.

While the community’s infant mortality rate and percentage of low birth weight in-
fants have decreased, and the percentage of women entering prenatal care in their first
trimester has increased, Mahoning County continues to have a high overall infant mor-
tality rate and high percentage of low birth weight infants. This situation creates an on-
going need for analysis of prenatal and birth outcomes. The use of the more accurate
GIS maps enables the community to better decide how to spend its dollars on the costly
health behaviors of smoking, late or no prenatal care, and teen births.

Data

The percentage of women using tobacco during pregnancy for the entire county has de-
creased from 26% smokers in 1991 to 20% smokers in 1996. Figure 1 illustrates the dis-
parity of smoking rates throughout the various census tracts in the county. Several
census tracts have rates above 30%, while many are below 10%.

The fluctuation of the percentage of low birth weight infants (less than or equal to
2,500 grams) by census tract is visible in Figure 2. The percentage range of this map ex-
tends from 0% to greater than 20%. The maps of the various health behaviors and birth
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Figure 1 Tobacco use during pregnancy (1996 birth certificate data).



outcomes are illustrative of the disparity in risk factors and birth outcomes between
census tracts.

An additional disparity between census tracts is apparent in Figure 3, which iden-
tifies the communities in need of an intervention to encourage entry into prenatal care
as early as possible during pregnancy.

The GIS mapping of these public health indicators helps the community to target
census tracts for public health interventions. Targeting interventions this way can save
time, money, and other valuable resources. An initiative of the Mahoning County
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Figure 3 Percentage of mothers receiving late or no prenatal care (1996 birth certificate data).

Figure 2 Percentage of low birth weight infants (less than or equal to 2,500 grams) (1996
birth certificate data).



Family First Council’s Wellness Block Grant, Subcommittee for Healthy Children—the
“Reducing Teen Pregnancy by Building Assets” project—is one example of the usefulness
of a GIS map. The project used the mapping of 1995 teen pregnancy rates to target stu-
dents grades, 5 through 9, in census tracts with inordinately high teen birth rates for
after school programming and formal education in the corresponding school system.

The evaluation built into the grant includes the census tract mapping of teen preg-
nancy rates in subsequent years (Figures 4a, 4b). Targeted and untargeted census tracts
will be analyzed for changes in teen birth rates.
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Figure 4b Rate of births to school age teens, 15 to 17 years of age (1996 birth certificate
data).

Figure 4a Rate of births to school age teens, 15 to 17 years of age (1995 birth certificate data).



Besides using the data on prenatal behaviors and birth outcome to help with deci-
sions on targeting high-risk communities, the District Board of Health also uses the data
to prepare a “Health Report Card” for all villages, cities, and townships within its
jurisdiction. The report card includes prenatal health behavior and birth outcome rates
for the particular census tract or tracts of villages, cities, or townships. This information
affords an opportunity to compare a particular area with the total county, the complete
health district, and/or the major city of Youngstown. It also acts as a catalyst for com-
munity health-related interventions in schools, churches, and community organiza-
tions.

The District Board of Health and the Mahoning County Planning Commission co-
operate to produce the following GIS mapping projects, as well: location of landfills;
prenatal patient distribution; physician participation in our children’s health insurance
program; well child patient distribution; rabid raccoon reports; animal bites; tuberculo-
sis cases; and maps for the lead-based paint hazard control program.

Conclusion

The cost involved with developing a good analysis and mapping program includes
computers, training, and software. The District Board of Health costs include the yearly
SAS contract, the monthly birth certificate data disks, computers able to handle the soft-
ware, staff training and time, the billing by the Planning Commission for the census
coding of the birth data, and the preparation of the maps. The Mahoning County
Planning Commission costs include computers, staff training and time, and the Atlas
GIS Software.

In summary, GIS mapping of pregnancy behaviors and birth outcomes in
Mahoning County has been successful in assisting agencies and community collabora-
tives to visualize high-risk census tracts needing public health intervention. By illus-
trating areas of various health-related risk behaviors, the maps have enabled these
agencies to prepare specific interventions that meet their communities’ needs.

PRENATAL HEALTH BEHAVIORS AND BIRTH OUTCOMES 285



Implementation and Operations

287



Exploring the Demographic and Socioeconomic
Determinants of Health along the US-Mexico Border: An
Online Interactive Application

Deborah L Balk (1),* Meredith L Golden (1), Maria Iwaniec (2)
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Palisades, NY; (2) Saginaw County, Saginaw, MI

Abstract

This paper demonstrates the usefulness of an interactive online geo-
graphic information system (GIS) tool—a demographic data viewer—used for
the exploration of the determinants of health along the United States-Mexico
border region. This tool facilitates access to and analysis of data for users with
no GIS experience. The application, DDViewer 3.0, is an innovative Java-based
interactive mapping application, freely accessible through the World Wide
Web. It integrates many types of demographic and socioeconomic data and vi-
sualizes interdisciplinary spatial data online in real time. Users may create cus-
tomized maps and undertake simple statistical analysis. Thus, DDViewer can
play an important role in the dialogue between many different stakeholders in
a public health system whose issues span large, heterogeneous, bi-national
communities the way they do along the US-Mexico border.

Keywords: social demography, socioeconomic characteristics, health, US-
Mexico border, data visualization

Introduction

When public health issues span large, heterogeneous communities as they do along the
United States-Mexico border, policymakers and researchers need analytical tools that
are neutral, simple, and versatile. This paper showcases the Demographic Data Viewer
(DDViewer), an interactive online tool for exploring mortality and its socioeconomic
and demographic determinants. DDViewer allows users with no geographic informa-
tion system (GIS) experience to create customized maps and generate descriptive sta-
tistics for any region of interest within the United States.

DDViewer 3.0

DDViewer is an interactive mapping tool that currently makes available 225 demo-
graphic and socioeconomic variables from the 1990 US Census at the state, county, and
tract level (1). The database is being extended to include US birth and death statistics
at the county and state levels, Mexican socioeconomic and demographic data, and birth
and death statistics for Mexico. At the time that this paper was written, only demo-
graphic and socioeconomic data from the counties on the US side were prepared for
use. Future online applications will encompass data for the counties on both sides of
the US-Mexico border.
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DDViewer 3.0 is an innovative Java-based interactive mapping application, acces-
sible through the World Wide Web. At present, it is an excellent data exploration tool.
In the future, it will integrate additional analytic capabilities. It was developed by the
Center for International Earth Science Information Network (CIESIN) at Columbia
University in 1996. In 1997, a version using Java technology was released. Both Java and
non-Java versions are available to meet the computer requirements of users with vary-
ing technological capabilities. Access to DDViewer is available through CIESIN’s home-
page (www.ciesin.org) or directly at its own universal resource locator (URL), http://
plue.sedac.ciesin.org/plue/ddviewer/.

Applying DDViewer

DDViewer visualizes interdisciplinary spatial data online in real time. Using a map and
listbox graphical user interface, users may select regions and socioeconomic and de-
mographic variables of interest. Figure 1 shows that the states along the US-Mexico bor-
der can be selected by clicking on each state. Alternatively, an entire area may be chosen
via the listbox. This feature is very flexible. Regions need not be contiguous and can be
added or deleted easily. Once a state has been selected, lower levels—counties or cen-
sus tract—may be selected.

The next step is to select variables. There are six categories from which to choose:
population, income, education, employment, housing, and a miscellaneous category.
Figure 2 shows a sample of the variables in the population category. Once variables are
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Figure 1 DDViewer display of selected states along the US-Mexico border.



selected, it is possible to construct new variables as a function of the original ones. Of
course, the time it takes to process the selection depends on the size of the geographic
area and number of units of interest, as well as the number of attributes. However, it is
typically quick. To produce a county-level map of the distribution of the Hispanic pop-
ulation of the United States, for example, takes less than five minutes. Once the bound-
ary and attribute data have been selected, all data processing takes place within the
user’s desktop client, and processing tends to be quite rapid. Each time a new region or
additional variable is selected, CIESIN’s server again transmits data directly to the
user’s computer.

Users can manipulate and customize their maps. For example, they may add titles
and legends, alter the colors, zoom in on smaller regions, and select the manner in
which the variables are displayed. To illustrate these capabilities, this paper includes a
series of county-level maps generated by DDViewer showing the distribution of the
Hispanic population of the United States. This variable was chosen because theory sug-
gests that mortality and other health outcomes are dependent on access to health care,
and that access to health care depends in part on the ethnic composition of an area (2).

Results

The first map, Figure 3, displays the distribution of the Hispanic population as quintiles
(five categories that each contain one-fifth of the total population), though quartiles
(four even categories) are the standard display unit of DDViewer and of the breakdown
in which the descriptive statistics are given (see Figure 4). At the 25th percentile (i.e.,
one-quarter of the counties in the United States), the county-level population is 0.4%
Hispanic. Even at the 75th percentile, only 2.4% of the county population is Hispanic.
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Figure 2 Sample of variables in the DDViewer population category.



The quintile breakdowns shown in Figure 3 would not be substantially different from
those drawn for quartiles.

Although the color schema of the map in Figure 3 is accurate in indicating which
areas of the United States have relatively small or large Hispanic populations, it does
not describe the absolute distribution. The next map, Figure 5, shows the proportion of
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Figure 3 County-level distribution of US Hispanic population, 1990. Percentages displayed as
quintiles.

Percent Hispanic
1 Low
2 -
3 -
4 -
5 High

Figure 4 Descriptive statistics of quartiles.



Hispanic population to total population for each county in terms of five even intervals
of the values of the distribution. It indicates that the vast majority of US counties have
Hispanic populations of less than 20%. A few, mostly in Texas along the US-Mexico
border, have Hispanic populations of 79% or greater.

Figure 6 plots specific proportions of the US Hispanic population based on cus-
tomized distribution intervals. For example, the provision of Spanish language health
services might be based on some critical proportion of the total population being
Hispanic. Health planners could decide on the threshold level and then categorize areas
in terms of having or not having a sufficient Hispanic population to warrant this serv-
ice. The red in Figure 6 highlights areas where the Hispanic population is between 20
and 50%. The purple identifies counties with majority Hispanic populations.
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Figure 5 US Hispanic population, county level, 1990. Distribution displayed as five equal
intervals.

Percent Hispanic
1 0.0–19.5
2 19.5–39.0
3 39.0–58.5
4 58.5–78.0

Figure 6 US Hispanic population, county level, 1990. Based on customized distribution intervals.

Percent Hispanic
1 1.0–25.13
2 25.13–49.25
3 49.25–73.38
4 73.38–97.5



In addition, health planners might be interested in knowing whether certain coun-
ties are relatively underserved because they are predominantly Hispanic. Ideally, one
would want to correlate and overlay data of different types, such as the proportion of
the population that is Hispanic with the level of health care service provisions. Such de-
velopments are currently underway and will facilitate creating useful GIS for many
areas of interest. It is important to note that the three maps presented here can be cre-
ated in only a matter of minutes.

Now for a quick look at the border states, in particular, and some of the other ca-
pabilities of DDViewer. The map in Figure 7 shows the Hispanic population of the
counties in California, Arizona, New Mexico, and Texas. The county border lines are
visible. Figure 8, showing median household income, displays an inverse pattern to
that of the Hispanic distribution. Figure 9 shows that the proportion of persons whose
education ended at the elementary level corresponds to the Hispanic distribution and
is inverse to the pattern of median household income. Figures 10 and 11 describe the ex-
tent of poverty in the region. While there are variations within most of the states, the
stronger variation is seen from east to west.

The data for these counties can quickly and easily be downloaded into other soft-
ware and additional analysis can be done. Figure 12 presents the correlation coefficients
for these variables. As suspected, they confirm the visual conclusion. All relationships
are statistically significant.

Additional Considerations

Users may query the map by pointing to (i.e., placing their mouse on) any polygon to
identify underlying values or polygon labels—that is, place names—right on their com-
puter screens. They may retrieve a data listing, as shown in Figure 13. It is also easy to
create and re-code derivative variables. The descriptive data can be downloaded sim-
ply by cutting and pasting. It can then be read into any other software package for
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Figure 7 Percentage of Hispanic population for border states AZ, CA, NM, and TX; county
level, 1990.

Percent Hispanic
1 1.0–25.13
2 25.13–49.25
3 49.25–73.38
4 73.38–97.5



further analysis. If a user is interested in data for a very large number of counties or
tracts, such as the entire country, the data can be downloaded through another tool, the
Demographic Data Cartogram, DDCarto, also available from CIESIN’s homepage. The
direct URL for DDCarto is http://plue.seda.ciesin.org/plue/ddcarto.

The basic GIS for Mexico’s states, municipios, and islands has been completed. A
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Figure 8 Median household income for border states AZ, CA, NM, and TX; county level,
1990.

Median Household income
1 $10,182.00–$21,336.75
2 $21,336.75–$32,491.50
3 $32,491.50–$43,646.25
4 $43,646.25–$54,801.00

Figure 9 Percentage of persons whose education ended at the elementary level in border
states AZ, CA, NM, and TX; county level, 1990.

Percent Education Ended at Elementary
1 1.2–14.97
2 14.97–28.75
3 28.75–42.53
4 42.53–56.3



beta test version of it is available on CD-ROM. For anyone interested, copies are avail-
able from CIESIN and comments are welcome. The construction of the Mexico GIS re-
quired re-mapping the US-Mexican border so that the US and Mexican maps would
align perfectly. The boundaries were taken from TIGER 95 for this correction.

Data for the Mexican states are being incorporated into DDViewer. The border
states will be done first because of the special interest in border-related issues and the
clear need for such information. Health data are also currently being added as part of
DDViewer for both the United States and Mexico. The health data will first be intro-
duced for the states along the US-Mexican border. The new applications will be released
soon in both English and Spanish.
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Figure 10 Percentage of persons living below the poverty line in border states AZ, CA, NM,
and TX; county level, 1990.

Percent Poor
1 0–15.0
2 15.0–30.0
3 30.0–45.0
4 45.0–60.0

Figure 11 Percentage of persons living 50% below the poverty line in border states AZ, CA,
NM, and TX; county level, 1990.

Percent Very Poor
1 0.0–8.32
2 8.32–16.65
3 16.65–24.98
4 24.98–33.3



Future plans include moving beyond a strictly demographic data viewer to a spa-
tial data viewer that allows for the integration of many more types and units of data
and analysis. In addition, there are other areas for development, such as the inclusion
of historical demographic data, hospital-level data, and environmental data.

Conclusion

This paper has focused on the power of DDViewer to display county-level data, but
DDViewer can be an equally powerful tool at an even smaller level of analysis. On the
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Figure 12 Estimated correlation coefficients between exemplary variables.

Variable labels

Variable labels
Fipscode pcthisp pct0_19 Medhhinc pctpoor pctveryp pcthsch2

Fipscode 1.0000
pcthisp 0.5677 1.0000
pct0_19 0.3570 0.9205 1.0000
medhhinc -0.7080 -0.7154 -0.5428 1.0000
pctpoor 0.6331 0.8641 0.7506 -0.8729 1.0000
pctveryp 0.5453 0.7815 0.7021 -0.7806 0.9467 1.0000
pcthsch2 -0.2161 -0.5123 -0.4054 0.3729 -0.5732 -0.5433 1.0000

Figure 13 DDViewer data listing: selected variables by county name.



United States side, census-tract data provide that level of detail; however, on the
Mexican side, the data are presently limited to the municipio. It is especially important
to look closer at the health of the communities along the US-Mexico border. The border
communities are affected by one another’s general standard of living, political and ad-
ministrative regimes, and shared environmental and geographic conditions. DDViewer
shows how variations occur from east to west along the United States side of the bor-
der. Once the Mexican data are incorporated, differences from north to south and from
east to west can be compared. The many communities that traverse the border can
make use of DDViewer’s data and visualization techniques without requiring extensive
investment into their own GIS. Users’ suggestions along with data from collaborators
will determine the future developments of DDViewer in making local-level data widely
accessible to researchers, policymakers, health care providers, and the general public.
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Using GIS as a Management Tool for Health Care
Assessment and Planning
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Abstract

One of the primary goals of public health, and of many health care
providers, is to maximize the impact and effectiveness of limited resources
in improving health care. Of particular interest are the availability and acces-
sibility of health maintenance organizations (HMOs) to sections of the popu-
lation that have the greatest need. Studies have shown that elderly
populations benefit most from such health care services because many of them
live alone, have limited incomes, and have high medical costs due to poor
health. In the area of public health and health care management, geographic
information system (GIS) technology has emerged as a powerful tool for inte-
grating and communicating information, a tool that offers significant advan-
tages over traditional methods for health surveillance. In this study, GIS
techniques were used to determine the spatial distribution of health care facil-
ities and analyze patterns in that distribution with respect to elderly popula-
tions in the state of Iowa. The purpose of this study was to demonstrate the
role of GIS in health care and to develop a spatial analysis and modeling sup-
port system for forecasting future health care needs and planning health man-
agement programs.

Keywords: health care, facilities siting, decision support system

Introduction

Several studies have used geographic information systems (GIS) to address issues in
health care planning and to examine the accessibility of health care centers to particu-
lar sectors of the population. GIS has been used in risk assessments, site selections,
health surveillance, epidemiological studies, and other areas in the health care sector
(1). Although the specific approaches have varied, GIS has proven to be a powerful sys-
tem for spatial analysis and decision-making.

Demographic Changes in the Elderly Population
In the United States, the elderly (age 65 or older) population has grown significantly
faster than the nation’s total population. During the 20th century, the total population
in the United States tripled while the elderly population increased by a factor of 11,
going from 3.1 million in 1900 to approximately 33.5 million in 1995. The states with the
highest proportion of elderly people in 1993 were Florida, Pennsylvania, and states in
the Midwest. The states with the highest proportion of people 85 years old and older
were all in the Midwest, with Iowa ranking the highest, followed by North Dakota,
South Dakota, Nebraska, and Kansas. Currently, the elderly population is not rising,
but this is expected to change after the year 2000. According to the US Census Bureau’s
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middle series projections,1 the elderly population is expected to reach 39.4 million in
2010, 79 million in 2030, and 80 million by the year 2050 (2). One of the primary reasons
for such a dramatic rise is the aging of the baby boom generation. The baby boom gen-
eration consists of the 75 million people born between 1946 and 1964. Iowa is one of the
states expected to have the greatest proportion (between 2.5% and 3.8%) of persons age
85 and over during the period between 2010 and 2030 (3). The aging of the baby boom
generation will increase Iowa’s need for health care services.

National Health Care Issues

Healthy People 2000, a comprehensive federal agenda for national health care, has rec-
ognized the need to identify issues that pose a threat to health and to attempt to address
those issues in the public and private sectors. One of the overall objectives of Healthy
People 2000 is to increase people’s access to preventive health care services.
Accessibility of health care facilities is important because it indicates how effectively
health care facilities are serving the community. A group’s level of access to health
care facilities also reflects its mobility, as well as its spatial separation from certain
destinations (4).

Spatial separation from health care facilities may be particularly significant for the
elderly population. Health care facilities tend to be distant from elderly populations,
despite the fact that the elderly have a greater need for health care services because of
their increased chronic illness and morbidity. Research suggests that the locations of
health care providers are not always based on health needs. The distribution of physi-
cians, for example, is often clustered in the inner city around large hospitals (5). A study
published by the New England Journal of Medicine concluded that communities with
fewer than 180,000 people may be too small to support effective competition among
HMOs (6). Thus, the location of HMO providers may cause problems for smaller pop-
ulations; HMOs have prospered in areas with larger populations and persons must live
within an HMO’s service area to receive coverage from it.

Studies also indicate that some elderly persons rely on hospital emergency rooms
for primary health care because few of them have personal physicians. In 1995, older
persons accounted for 38% of all hospital stays and 48% of all days of care in hospitals;
persons under 65 had an average hospital stay of 4.5 days while persons over 65 had an
average stay of 6.8 days (7). With the limited numbers of health care providers available
in any one area, health care resources become competitive between the elderly and peo-
ple with fewer financial and physical limitations. These issues can create serious impli-
cations for the future of health care, especially considering the expected demographic
changes.

Our analysis was guided by several questions related to the expected growth of the
nation’s elderly population. First, how are the locations of health care facilities distrib-
uted in relation to elderly populations with the greatest need? Second, are the health
care facilities near enough to those elderly populations? Third, will the locations of
health care facilities be sufficient given the projected demographic changes in elderly
populations? The focus of this study is to assist in the targeted delivery of health serv-
ices by identifying areas of need. The emphasis is not on explanation, but on producing
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an estimate of the variation in health care needs across an area, allowing for the varia-
tions in factors such as population age structure.

Methodology

The study was done using the ArcView GIS software package (ESRI, Redlands, CA).
GIS techniques were used to analyze the spatial distribution of health care facilities by
mapping their locations, then evaluating the distance between the facilities and areas
with high concentrations of elderly persons. Demographic characteristics of the elderly
populations for 1995 as well as projected trends for the year 2000 were examined.

The area chosen for analysis was the entire state of Iowa, which has 99 counties. The
state’s total population in 1995 was 2.8 million.

Data Collection and Preparation
Several considerations were made in deciding on the data to be included in the study.
One of the problems addressed was how to locate elderly populations in Iowa. The unit
of geographic analysis chosen was the census block group. As of 1995 and 2000 (pro-
jected), Iowa has 2,939 block groups. Of those, Polk County has approximately 317 block
groups and seven hospitals, Johnson County has close to 63 block groups and four major
hospitals, and Sioux County has 27 block groups and three major hospitals. Available at-
tributes of the block groups include the percentages of men and women in different age
groups, with people 85 and older making up the oldest group. Block group census data
from the years 1995 and 2000 (projected) were linked to create one table of information.

Another consideration was the choice of health care providers to include in the
study. There is a wide range of HMO providers: medical groups, individual physicians,
physician-staffed health centers, and hospitals. In this study, hospitals were chosen as
the primary source of HMO providers. The dataset of hospital locations for Iowa listed
137 hospitals in total. Data on Iowa hospitals include each facility’s address, county,
number of beds, and accreditation.

Another factor in the selection of data was the question of how to measure the ac-
cessibility of hospitals to elderly populations. The approach chosen was to measure dis-
tances between hospitals and selected groups of elderly populations. The analysis also
included a map of major highways in Iowa. The coverage of highways contains a data-
base of 1,821 major highways in Iowa.

Maps of hospital locations, block group boundary files, and major highways were
all obtained from the Iowa Department of Natural Resources and imported into
ArcView GIS. These parameters were used to measure accessibility of Iowa hospitals to
elderly populations and were linked to a map of Iowa counties for analysis.

Measuring Accessibility

At the beginning of the analysis, a group of populations was selected for evaluation.
The selection was based on block groups that had the highest percentages of elderly
men and women in 1995 and 2000 (projected). Because elderly women significantly out-
number elderly men, different criteria were used for selecting target block groups. The
block groups targeted were those in which the elderly population in a block group ex-
ceeded 25.6% for men and 38.6% percent for women (Figures 1–4). Of the 2,939 block
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groups in Iowa, 3.33% of the block groups were selected for men (98 targeted groups)
and 3.84% were selected for women (113 targeted groups). The number of block groups
selected for analysis was the same for 1995 and 2000 (Table 1).

Most of the analysis for the selected block groups was done using the Spatial
Analyst extension in ArcView GIS. The distance mapping capabilities of ArcView GIS
were used to create a grid coverage of distances to all hospitals. For the state analysis,
uniform circular buffers of 10 miles were created around all hospitals and targeted
groups (Figure 5). It was assumed that 10 miles would be the maximum traveling dis-
tance desired by persons in need of services at nearby hospitals. The proximity map-
ping function of ArcView GIS was used to display hospital service areas and identify
the hospitals nearest to the elderly populations that do not have access to nearby facil-
ities. A county analysis was done for Polk, Johnson, and Sioux Counties, which all have
a large number of health care facilities compared with other counties in Iowa. The
county analysis was done because, due to the large number of health care facilities in
Polk, Johnson, and Sioux Counties, some populations may need to travel to these coun-
ties for special services (Figure 6). Uniform circular buffers of 50 miles were used for the
county analysis.

Results

Iowa’s elderly population, male and female, did not grow significantly between 1995
and 2000. Based on the classification of the elderly (Figures 5 and 6), the percentages of
men and women within block groups remained about the same, although there were
changes in population numbers. This was as expected; the percentage of elderly per-
sons was not predicted to change dramatically through the year 2000. However, a
greater change would have been seen if demographic data were projected through the
year 2030 because this is the period expected to have a rapid increase in elderly popu-
lations. The results of the analysis for the accessibility of health care facilities to targeted
populations are provided in Table 2.

Percentages of block groups within 10 miles of health care facilities were the same
in 1995 and 2000 for both men and women. For men, the number of targeted block
groups within 10 miles of a hospital was 79.59% (78 out of 98 targeted groups); 20.41%
of the block groups were more than 10 miles away from a hospital. For women, the
number of targeted block groups within 10 miles of a hospital was 84.96% (96 out of 113
targeted groups); 15.04% of the block groups were more than 10 miles from a hospital.
For both men and women, the block groups that were more than 10 miles away from
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Table 1 Percentage of Block Groups in Iowa Identified for Evaluation

Evaluated Block Groups as a 
Block Groups Evaluated Percentage of All Block Groups in State

38.6% or more elderly women in 1995 3.84%

25.6% or more elderly men in 1995 3.33%

38.6% or more elderly women in 2000 3.84%

25.6% or more elderly men in 2000 3.33%
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the nearest hospital were located mostly in the northwest portion of the state. Seven
counties in northwest Iowa contained block groups that were targeted for both men and
women and were more than 10 miles from the nearest hospital. These counties are Ida,
Monona, Sac, Palo Alto, Pocahontas, Calhoun, Webster, Carroll, and Guthrie. Based on
the analysis, these areas in northwest Iowa have the greatest need for additional health
care facilities.

Polk County has seven hospitals and Johnson and Sioux Counties have four hospi-
tals each. All other counties have one or two major hospitals. Polk County had approx-
imately 18 targeted block groups within 50 miles of one of the seven hospitals. Three of
these block groups did not have access to a hospital within 10 miles. There were 17
other health care facilities located in nearby counties. For Johnson County, six targeted
block groups were within 50 miles of at least one of the four facilities in Johnson
County. Only one of these block groups was not within 10 miles of a hospital. Sioux
County had four targeted block groups within 50 miles of its four hospitals. One of the
four targeted block groups was more than 10 miles away from a hospital. There are
about 12 other hospitals in nearby counties.

Summary and Conclusions

The objective of this research was to examine the spatial distribution of hospitals and
elderly populations in Iowa. For this purpose, GIS techniques were used to analyze the
distances of hospitals from block group populations with the highest percentages of
elderly men and women, and determine the areas that have the greatest need for health
care services. In Iowa, the proportion of elderly persons is expected to increase signifi-
cantly, which may affect the availability of health care resources in the state. Thus, the
results of the analyses provide important information for the assessment and planning
of health care facilities.

The main findings of this study are that, in Iowa, there were not significant changes
in the number of elderly persons between 1995 and 2000, although the same is not ex-
pected after the year 2000; at least 15% of elderly block group populations are more than
10 miles from the nearest hospital; and, most of the block group populations that are
more than 10 miles away from a hospital are located in northwest Iowa, which is ac-
cordingly identified as the area with the greatest need for additional health care
facilities.

The results of the analyses are useful in that they show that distance is a good in-
dicator of accessibility. GIS was a useful tool for identifying elderly populations with
the greatest need for health care services. The information obtained could serve as a
guide for addressing health care needs in the elderly population at the local, state, and
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Table 2 Percentages of Targeted Populations (Defined as Block Groups) within the 10-Mile
Buffers of Major Hospitals in Iowa

1995 2000

Women Men Women Men

Percentage within 
10 miles of a hospital 84.96% 79.59% 84.96% 79.59%



national levels. Using the information would allow health care officials to plan for fu-
ture health care facilities and meet national health care goals. These findings could also
be a basis for further GIS analysis to examine areas with the greatest need for health
care services through the year 2050, evaluate other indicators of accessibility such as
distance between hospitals and public bus stops, or analyze the accessibility of nursing
facilities to the elderly. Further studies would provide a more detailed look at the needs
of the elderly and help state agencies evaluate current needs and plan for future popu-
lation changes.
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Health Service Sites Access Analysis Using Internet GIS

Yongmei Lu*
Department of Geography, State University of New York at Buffalo, Buffalo, NY

Abstract

Health service sites access assessment is critical for patients looking to get
timely and proper service. Also, access analysis results can be helpful when
recruiting health care providers in underserved areas, or when referring pa-
tients to nearby practitioners. Health service sites access assessment is a typi-
cal spatial analysis, which can be greatly improved by using a geographic
information system (GIS). However, given the hardware and software re-
quirements, a GIS package itself is not always easily accessible to the public.
In addition, lack of adequate training acts as a major barrier blocking ordinary
people from exploring the power of GIS. Thus, we are in critical need of a
bridge to bring GIS to ordinary people who need to solve spatial analysis prob-
lems such as health service sites access analysis. The development of distrib-
uted technology today makes it possible for data and software service
providers to offer access to their services to anyone connected to the Internet,
and for users to benefit from being able to share resources regardless of their
physical location. Given the popular access to and general familiarity with the
World Wide Web, the Internet could be an ideal vehicle to carry both GIS func-
tions and health service information to people who need them. That will defi-
nitely enhance health services’ capability for improving people’s quality of
life. In addition to proposing that health service sites access analysis be avail-
able on the Internet, this paper also discusses three architectures and general
models using Internet GIS for performing the access analysis.

Keywords: access analysis, common gateway interface (CGI), common
object request broker architecture (CORBA), Internet GIS, public health
service

Introduction

One of the most widely agreed-upon statements on the role of public health is that it is
an essential service of public health to ensure that all members of the community have
access to health services (1). Access to a health service site is critical to the increased
efficiency and effectiveness of health care delivery. It is an important issue for both
service consumer and service provider. Health service consumers have the need to
identify or be referred to the most suitable, as well as nearest, service site. Thus, hav-
ing access to and being able to perform analysis on information about health service
sites is essential for consumers if they are to access health services more conveniently
and efficiently. For health service providers, their operations are highly related to their
service capabilities and market shares. Providers need to define their service area and
population. They need to identify the underserved and/or high-risk populations in
order to give full play to their services. Hence, information and analysis are necessary
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for health providers to get full and accurate knowledge about access to their services for
the public. They also need to process the related information to stipulate and evaluate
a development strategy for their services. Furthermore, from the standpoint of public
health agencies and government, access assessment is a basic method for evaluating
and ensuring universal access to health services. The analysis is essential for making
decisions on health service recruiting, planning, and other development strategies and
policies.

Obviously, the ability to access and process information about health services is the
first and foremost step for all parties to improve access analysis and delivery of health
services. Actually, many organizations and researchers have already taken steps to im-
plement new information technology in the health care industry. Recent efforts and
practices in building and testing both a community care network (CCN) and commu-
nity health information network (CHIN) are good examples. Both networks have
adopted the idea of improving information availability and exchange. A CCN, which
emphasizes information exchange and broad collaboration, includes as its vision “mak-
ing the system more understandable and user-friendly for patients and enrollees” and
“continually improving the continuity and quality of health care services” (2). And a
CHIN, although still in the innovation stage, has agreement on minimum elements in-
cluding that “computer-based information systems and networks form the base tech-
nologies of CHIN,” and “the major domain of CHIN data transferred is health and the
provision of health services” (3). In the mean time, many public health agencies take ad-
vantage of Internet technology and post certain information (e.g., locations, contact in-
formation) about public health services on their Web pages to provide better service for
their customers. However, the majority of these existing efforts to improve information
availability are of a traditional and rudimentary status—they basically provide text in-
formation with little clue about actual spatial accessibility, and information is general
rather than locally specific.

Access assessment is a typical spatial analysis problem that can be easily handled
by GIS technology. In addition, GIS’ usual products of a map and/or report are
very easy for GIS laymen to understand and communicate. Nevertheless, GIS, being
a technology having special hardware, software, and personnel training requirements,
is not readily available to the public. We need to find a way to perform GIS functions
for access analysis at a simpler level or relieve the special requirements that block
the general public from using the technology. Fortunately, the recent development of
information technology in general and distributed computing and Internet technology
in specific make it possible for ordinary people to use GIS for health service access
analysis while avoiding the almost formidable expenses in terms of both time
and money.

The rest of this paper will be devoted to exploring the potential of modern infor-
mation technology for improving the general public’s ability to access and process
health service information. Based on the discussion about the potential of distributed
computing technology and Internet GIS, three architectures applying these technolo-
gies to processing health service information are proposed. The three architectures are
a server-side application, a client-side application, and an Internet-savvy application.
The purpose and pros and cons of each of these approaches are discussed. Finally, the
general implications of these development models for the future of the public health
industry are addressed.
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Data for Health Service Access Analysis 

“Access to health services” refers to how easy it is for consumers to get the necessary
service and for providers to deliver their services. Usually, it is measured by the impact
of geographical distance on the convergence of health service providers and consumers.
Broadly speaking, though, access analysis also concerns the impact of factors related to
the consumer’s as well as the provider’s social, economic, cultural, and even language
situation. For example, a non-English speaking patient may prefer to travel longer just
to get service from a certain site where the patient feels it is easier to communicate.
Hence, data needed for a useful and effective access analysis is far beyond just a simple
map from which physical distance between locations can be measured easily. Social,
economic, demographic, and environmental data are all necessary.

Generally speaking, the data for health service access analysis have the following
properties: First, data volume and categories are large and data are usually generated
by various parties. Some data (e.g., census data and TIGER street maps) are more gen-
eral and easy to obtain; others (e.g., location information about service sites) could be
very specific both geographically and thematically and need to be created from scratch.
Second, related data are maintained and updated separately and independently by dif-
ferent parties. Consequently, data concurrency and integrity must be checked carefully.
Because of the spatial nature of access analysis and the large size of the databases, GIS
is undoubtedly the most powerful tool.

GIS is far from reaching its full potential in health service access analysis. Even
though GIS is the best tool for maintaining and analyzing large spatial databases, diffi-
culties in physically obtaining, owning, and maintaining all related data as well as a GIS
package restrict GIS to the hands of selective researchers and health service profession-
als who have the resources and expertise. This does not excuse us, however, from at-
tempting to use GIS technology to enhance the effectiveness and efficiency of our health
service delivery. The hope lies in new information technologies—distributed comput-
ing and Internet GIS.

A New Vision of Distributed Computing Technology

Distributed computing technology is the technology that integrates a collection of dis-
tributed operating systems and/or distributed database systems by a communication
subnet. The communication subnet may be a widely geographically dispersed collec-
tion of communication processors or a local area network. The emergence of distributed
computing technology is significant for the development of information technology
such as GIS. “It is now possible for parts of a database to be stored and maintained at
different locations, for users to take advantage of economical or specialized processing
at remote sites, for decision makers to collaborate across computer networks to make
decisions, and for large archives to offer access to their data to anyone connected to the
Internet” (4).

Distributed computing has certain advantages. First, costs are significantly low-
ered, while access to information technology is greatly improved. Multiple organiza-
tions and users can now share both expensive special processors and mutually desired
datasets. Tremendous money, time, and personnel could be saved, and more people can
access processor resources and databases. Second, geographical restrictions to accessing
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resources and data are totally removed. Distributed computing technology makes it
possible to remotely access both resources and data. It gives people more geographical
flexibility. Finally, greater flexibility and reliability of a distributed system make facili-
ties and data easier to share and maintain. All elements of the distributed system are
connected to each other while relatively independent. Deleting, adding, updating, or
even failure of a certain element does not affect the availability of others at all.

When combining distributed computing technology with GIS, we can envision the
following benefits for our health service access analysis: First, spatial data generated by
different parties could be easily integrated for certain applications; in this case, it would
be health services access assessment. Database redundancy and computer facility waste
from keeping multiple copies of data are minimized. Second, data maintenance is dis-
tributed and data are relatively easy to update. Updating “master copy” data will en-
sure that every user can get timely data all the time. Spatial analysis results of GIS are
more reliable, valuable, and consistent across applications. Third, GIS hardware and
software, although sophisticated, can be shared by geographically dispersed users. In
sum, the development of distributed computing technology, by enabling the sharing of
related data and GIS resources, makes it much easier for people to perform health serv-
ice access analysis. It greatly reduces the requirements on the public in terms of GIS
data, facilities, and experience. So, the problem now is, how do we combine traditional
GIS with distributed computing technology?

Internet GIS Technology as a Valuable Direction

“Internet GIS is a network-centric GIS tool that uses the Internet as a primary means of
providing access to the functionality (i.e., analysis tools, mapping capability) of GIS and
to the spatial data and other data needed for various applications” (5). According to this
definition, Internet GIS could be an ideal way to improve the public’s assessment of
health services access by enabling them to share data and GIS functions via Internet
technology.

Although there has been basic research advocating the combining of GIS technol-
ogy with the Internet (6), most of the development to date has been through the exper-
imental development of both prototype and production services by different
organizations. It is commonly acknowledged, however, that the Internet is a good ve-
hicle, with the help of distributed computing technology, to empower more people with
the capability to access and handle large spatial databases.

The Internet has certain characteristics that make it especially suitable as a means
for combining distributed computing and GIS technology. First, the Internet (e.g., the
World Wide Web) is very popular today and highly accessible to ordinary people. New
content added to the Internet has good potential for being accessed and accepted by the
general population. Next, the user-friendly aspect of the Internet and its browsers’ ca-
pability for transferring and displaying text, graphics, and image files make the Internet
a good medium for communication of spatial information and process results. Lastly,
the Internet can provide interactive communication between users and data, and this is
the foundation for the interactivity between Internet GIS users and spatial data. This
characteristic of the Internet allows for the possibility of sending a dynamic map/image
to a browser in addition to ordinary static ones.

Nevertheless, the World Wide Web and its hypertext markup language (HTML)
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cannot directly recognize spatial analysis requests; neither can they handle spatial data
in the way GIS software does. Therefore, in addition to a Web browser and Web server,
special GIS tools need to be added in to understand and respond correctly to spatial
data handling requests. Different solutions for adding GIS functions to build real
Internet GIS result in different frameworks.

The first solution is purely distributed computing in technology and simple and
consistent in logic. It is a server-side Internet GIS solution and is classified as a typical
heavy-server and thin-client framework (Figure 1). The most important property of this

framework is that GIS requests are always handled by the remote server(s). Common
gateway interface (CGI) is widely used on the server’s side to link Web server with GIS
server. All parameters of GIS requests are interpreted by CGI for the GIS server to
process; the results from the GIS server are interpreted and passed back to the Web
server by CGI as well. In this framework, both spatial data and GIS resources are totally
shared by multi-clients. The only task for the client machine (Web browser) is to receive
a request from the user, send it to the server, accept processing results from a server, and
display results. This solution is good because it could provide a whole set of compli-
cated GIS functions to a user and could deal with a large database. Also, from the
server’s point of view, it is easy to maintain both database and GIS resources, and easy
to control the access for different user groups. Nonetheless, it lacks flexibility and in-
teractivity for the user. The user can only work with data in a limited way and receive
static data processing results. Moreover, every request from the user, even though it
could be quite simple, has to be sent back and forth through the Internet to the server,
which causes high Internet traffic and a heavy workload for the server.

The second solution aims at giving the user more flexibility by doing GIS data pro-
cessing and analysis on the client side. This client-side Internet GIS is classified as a
light-server and thick-client framework (Figure 2). The hallmark of this solution is that
GIS tools are located on the client’s machine. The functions and powerfulness of GIS
tools on the browser’s side could be significantly different though, depending on the
GIS package designed for the application. However, the user does not necessarily have
his or her own GIS package and expertise. This framework supports the user’s request
for GIS tools from the server and the “installation” of the tools on the client’s machine.

There are two general models of GIS tools for the client to request from the server:
GIS plug-ins and GIS applets, both of which can efficiently add GIS functions to the
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client side. A GIS plug-in needs the client to download and install it as a normal pro-
gram, which takes up not only time before the Internet GIS can be used but also per-
manent space on the client’s machine. A GIS applet could be written in either Java or
ActiveX. It could be designed to download automatically before the user issues a GIS
request. An applet takes up space too, but the space will be released when the user
leaves the Web site. Compared with server-side Internet GIS, the second solution pro-
vides the user with more flexibility and interactivity, because the user can process GIS
data as he or she is using stand-alone GIS software. Because the GIS analysis is per-
formed on the client side, not much Internet traffic is generated. Due to the requirement
on client-side hardware resources, however, the framework is weak in handling large
databases and performing complicated GIS functions.

In addition to the two above-described basic solutions, there are other frameworks,
most of which are combinations of server-side and client-side solutions. Every solution
has its own advantages and disadvantages, and thus is suitable for different situations.
Many aspects of a GIS application, such as size of related spatial database, expected re-
quest frequency and data volume, the complexity of most-often-generated GIS queries,
hardware capability available for general users, and even the maintenance of the
server(s), can all influence the choice of Internet GIS solution.

Three Architectures for Health Service Access Assessment Internet GIS

It is clear now from previous discussion that data for health service access analysis are
miscellaneous and huge, and usually generated and maintained by various parties.
Also, health service access assessment is important for multiple groups, the three most
important of which are health service consumers, health service providers, and public
health agencies and organizations. With the assist of distributed computing technology,
Internet GIS can be employed to integrate a variety of data and to empower people
from different groups to process information. However, different user groups of the
Internet GIS health service access application have different expectations and require-
ments. In order to provide all users with effective Internet GIS analysis power while
keeping the application as efficient as possible and avoiding waste of resources, differ-
ent development strategies should be implemented for different user purposes and
analysis levels. The three Internet GIS architectures proposed here for these different
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strategies are static access query and display, interactive access information query, and
comprehensive and intelligent access analysis.

Static Access Query and Display
The static access query and display (SAQD) model is designed for the general popula-
tion (health service consumers and patient referrers) to perform a simple and static
query on access to health services. This application can perform such queries as loca-
tion(s) of nearest health service site(s), route and directions to the site(s), and some
other general information about the service of the site(s) (e.g., category of service(s),
service capability and quality, contacting information). The query results will be a com-
bination of map image and text. To enhance the display quality of the map, functions
such as pan and zoom are also available for users. To give the user more flexibility, fur-
ther development could include more features, such as allowing users to build more
complicated and restricted queries according to their special requirements and concerns.

The functions and features of SAQD are designed based on the characteristics of
potential users and their queries. This group of users and their usage of the Internet GIS
have the following features:

• Queries are usually simple, and a static map plus text information can satisfy
their general requests.

• Queries should be in relatively high volume, which is important when consid-
ering the amount of requests sent to the server.

• This application requires relatively quick response from the server.
• Users usually do not have access to a complicated GIS package; neither do they

necessarily have access to terminals/client computers of high power.

Based on the above-mentioned features, this Internet GIS application is a typical
thin-client one. The server does all the data integrating, analyzing, and map generating,
while the client machine only accepts and delivers requests, receives results from the
server(s), and displays the results (Figure 3). Although the server does most of the job,
it does not necessarily result in heavy duties for the server, because the query is very
simple and routine. The server does not perform sophisticated processing at all. Not-
too-complicated scripts, an efficient search engine, plus well-organized databases could
be specially packed together for this application. Actually, there are similar applications
developed and used on the Internet. VISA ATM Locator is a good example
(http://www.visa.com). The basic approaches are similar, although the static access
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analysis Internet GIS for health service certainly contains more features, including pan
and zoom buttons.

This approach has certain advantages. First, it does not require any special GIS
or other resources on either client side or server side. Thus, it is easy to install. In addi-
tion, access to the application is almost ubiquitous, given the popular access to the
Internet. Finally, server-side architecture makes it easy to maintain and update both
data and a data analyzing, map generating package. The major drawback of this appli-
cation is that it lacks the interactivity between the user and the spatial data. Also, the
map that is transferred from server to client creates a relatively large volume of cyber
traffic.

Interactive Access Information Query
The interactive access information query (IAIQ) Internet GIS application is built to sat-
isfy the needs of relatively higher level queries. Major potential users are health service
providers and other people who are concerned not only about the location of and route
to health service sites but also about service area, population, and other socioeconomic
attributes of a service area. Similar to the first group of Internet GIS users, this group
also expects a relatively quick response to its requests. This group is somewhat smaller
than the first one; hence, query volume should be relatively low. Also different from the
first group, this group tends to generate higher level queries that request more data cat-
egories and relatively sophisticated data analyzing. Query format and content could be
more interactive and complicated; dynamic maps, interactive queries, and even simple
simulations may be required. Obviously, real GIS functions must be implemented. A
higher level of Internet GIS service is required. IAIQ Internet GIS is the model able to
satisfy these criteria. According to this architecture, maps and text information, as well
as basic functions such as pan and zoom, will definitely be retained. New features such
as identifying map features, interactively generating an object attribute report, turning
on and off the display of multi-layers, and even performing a simple dynamic simula-
tion, will be added in.

IAIQ is a typical client-side Internet GIS solution, conducting data analysis and
map generating on the client’s computer. Requests about health services, their service
areas, and/or the basic situation of their major clients, and so on, are received by the
client computer. Next, related data needed to process the requests as well as necessary
GIS applications/scripts are passed back to the client computer from the server(s).
Finally, GIS tools process related data on the client machine and the results are passed
to the browser for display (Figure 4). The significant feature in this model is that the
client machine gets both data and specially designed and packed GIS tools from the
server. Flexibility of processing data using the GIS tools is guaranteed. The speed of
dealing with further requests from the browser is relatively high.

As discussed earlier, there are two basic structures of the GIS tools: plug-in and
Java/ActiveX applet. The preferred approach depends on the characteristics of the
users. Compared with the first architecture of Internet GIS proposed, this architecture
is supposed to serve the needs of people who are interested in analyzing health service
access regularly, as well as users who are usually concerned about certain aspects of
health service consistently. It is reasonable to assume that they have access to powerful
computers and are willing to download and install the plug-in as a stable GIS tool kit
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to assist their analyses. As a matter of fact, plug-ins are usually more powerful than ap-
plets and more stable as well.

This approach is good for relatively high level GIS queries and interactive commu-
nication between users and data. Also, processing GIS requests on the client side is rel-
atively quick and can avoid the need to send every request to and from the server. One
disadvantage is that time is needed to download and install the GIS tool kit. Moreover,
users need to receive timely information about the upgrade of the GIS tool kit, espe-
cially when a plug-in solution is adopted.

Comprehensive and Intelligent Access Analysis
A comprehensive and intelligent access analysis (CIAA) architecture of an Internet GIS
application is on the highest level both functionally and technologically. Almost the
whole set of GIS functions that can be found in normal GIS software is provided. A dis-
tributed computing technology that can handle real time data sharing is required,
though it is actually not mature enough to date. The vision of this architecture is that el-
ements of the Internet GIS, including clients, data providers, and GIS server(s), are dis-
tributed across the Internet while being able to communicate with each other and share
data and resources in a timely manner. It is referred to as a “Net-savvy” GIS application
by Plewe (7). The core point of this solution is the complete distribution of almost every
element.

For a GIS analysis on health service access, the CIAA solution makes it possible for
users to directly use census data from the Census Bureau, a street map from Etak, data
about sites and services from public health service agencies and offices, and even newly
released data about the most recent toxic substance leaking accidents. This supports
health service access analysis on both the current situation and potential requirements.
It can also enhance the evaluation of planning and development strategies and policies
of health service systems through simulation of future scenarios. This is an architecture
meeting the highest requirements of Internet GIS’ function and power. It can satisfy the
needs of health service administrator, planner, development policy stipulator and eval-
uator, and other specialists interested in evaluating the efficiency and effectiveness of a
health service delivery system.

From a technical point of view, this approach is a severe heavy-client one (Figure 5).
All the powerful GIS analysis is performed on the client side. The client software is a
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standard GIS package having the ability to use real time data added in. The server is
more a facility to receive data requests from the client machine and locate and deliver
the required data to the client in real time. The key part of this technology is that the
GIS package must be Internet-aware, which means that the GIS program on the client
side can read remote data as it does on a local disk and can understand data of various
formats. To read remote data as a local disk does, protocols such as Network File
System (NFS) for UNIX systems and distributed File System (dFS) for Windows sys-
tems need to be followed. Enabling the communication between different data formats
is within the working goal of some organizations, including Open GIS. A further-
empowered model will need more functions on both client and server side, which will
probably request better communication among elements of the whole system. Common
object request broker architecture (CORBA) can be introduced into the system to en-
hance communication, although progress in this area is limited.

Although the CIAA Internet GIS application is the highest and most powerful so-
lution, some related technologies still warrant further exploration. Moreover, the re-
quirements on the client side for both hardware/software and GIS expertise are strict.
An efficient system is necessary to provide timely knowledge of data locator and trans-
fer server about the location, maintenance, and availability of multiple data sources.

Conclusion and Discussion

The Internet is a good vehicle for implementing the combination of distributed com-
puting technology with traditional GIS technology. Internet GIS, being a solution that
can provide easy access to both information and GIS functions and allow various par-
ties to share information and resources efficiently, is a valuable tool for enhancing
health service access analysis so as to improve our health service delivery system. The
three architectures proposed in this paper represent three basic solutions for employing
Internet GIS in health service access analysis. They differ in that each solution is de-
signed to satisfy different user needs and project objectives. For the majority of people
who are more interested in getting general health service information such as locations,
directions, and basic service categories, SAQD Internet GIS is efficient and effective
enough. For users who are concerned about more details of the location factors and
access situation of certain health service sites, IAIQ Internet GIS can provide more
powerful service. This architecture, though, requires a relatively more powerful client
machine as well as more patience and knowledge from the user in order to download
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the GIS tool kit and to formulate queries. CIAA Internet GIS is the highest level and
most powerful solution, which is sufficient for health service analysts, planners, devel-
opment policy and strategy stipulators, and other public health organizations and
agencies to analyze, plan, and evaluate the access situation of health service sites.
Generally speaking, the more powerful the solution, the more resources both techni-
cally and financially are involved, and the more requirements are put on users for their
special skills and techniques. As to which solution is the best, it depends on the specific
situation of the project in terms of major users, available resources, and the main pur-
pose of implementing the project.

As mentioned, some technical parts for CIAA Internet GIS are still immature.
Actually, most efforts so far in trying to link traditional GIS with the Internet and dis-
tributed computing technology are in the experimental stage of developing both proto-
type and production service. Nevertheless, the development of Internet GIS will
definitely benefit analysis of health service access greatly.

There are many other problems awaiting a solution before a real time Internet GIS
is implemented. These problems could be institutional (both intra-institutional and
inter-institutional), financial (investment for project development), and ethical and
legal (data privacy and information accountability). But it is quite sure that by helping
people from various social, economic, and cultural strata in their ability to access and
process spatial information, Internet GIS could be an efficient way to alleviate the po-
tential polarization between the information rich and poor in the coming information
society (6).
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Abstract

This analysis was done to test the hypothesis that living close to haz-
ardous waste sites included on the US Environmental Protection Agency’s
National Priorities List (NPL) might be associated with an increased risk for
brain cancer. A total of 2,556 cases of primary brain cancer (code 191 of the
International Classification of Diseases [ICD-9]) received from the New Jersey
State Cancer Registry for the years 1986 through 1990, were geocoded using
the Matchmaker 2000 address-matching program from Geographic Data
Technology. Of the 2,556 cases, 178 (6.96%) could not be geocoded, 1 (0.04%)
was found to be in another state, and 226 cases (8.84%) reported from death
certificates only were excluded, leaving 2,151 cases (84.15%). The NPL sites in
the state were mapped using a geographic information system (GIS), and 1-
mile buffers were created around each of them. These areas were analyzed for
excess brain cancer. Also, the average distance between cases and the nearest
NPL site was determined. There were 177 cases (8.23%) within 1 mile of an
NPL site. Using total population data from 112 NPL sites in New Jersey, there
were 1,031,504 (13%) persons living within 1 mile of an NPL site. No elevated
cancer incidence rates were found in the analyzed areas. Also, the sites were
classified according to known off-site contamination. No statistically signifi-
cant differences were found among either cases’ age or distance from the near-
est site in relation to the primary site contaminant. This analysis can be useful
as a tool for developing more in-depth environmental health hypotheses.

Keywords: brain cancer, cancer epidemiology, National Priorities List
(NPL) sites, spatial analysis, surveillance system

Introduction

The federal Agency for Toxic Substances and Disease Registry (ATSDR) is developing
a surveillance system using cancer registry data from states to identify potential pat-
terns between the occurrence of brain cancers in those states with US Environmental
Protection Agency National Priorities List (NPL) sites and possible exposures to haz-
ardous substances (1). Selected cancers is one of ATSDR’s priority health conditions (2).
Exposures to several chemicals that have been associated with an increased incidence
of primary brain cancer (3) might be occurring at hazardous waste sites included on the
NPL and a concern has been expressed about the rates of primary brain cancer around
some of these sites. Initially, six states—California, Florida, Massachusetts, New York,
Pennsylvania, and Virginia—were included in the project. Virginia was dropped,
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however, because address data were not available, and New Jersey was added in re-
sponse to a reported cluster of childhood brain cancer and leukemia in the Tom’s River
area. New Jersey brain cancer incidence data from 1986 through 1990 are used for this
analysis. Census data for 1990 were used to obtain denominator data for census tracts
and counties. Residence location at the time of diagnosis was used for the geographic
analysis of cases. The analysis used year, age, residence at diagnosis, type of tumor,
race, and sex of the cases.

Goal

The goal of the analysis was to test the hypothesis that living close to hazardous waste
sites included on the NPL might be associated with an increased risk for brain cancer.

Objectives

The objectives of the analysis were:

• To compare the incidence rate of brain cancer among residents living within 1
mile of an NPL site with that of all New Jersey residents.

• To compare brain cancer incidences according to the off-site contamination of
the nearest NPL site to find out whether there is an association between envi-
ronmental contamination and brain cancer occurrence.

Data

Case Data Source
The Cancer Registry Program of the New Jersey Department of Health and Senior
Services provided for analysis the street addresses of 2,556 cases of primary brain can-
cer (code 191 of the International Classification of Diseases [4]) diagnosed in New Jersey
from 1986 through 1990.

NPL Sites in New Jersey
The information on NPL sites in New Jersey was obtained from the HazDat database
on ATSDR’s Internet home page (http://atsdr1.atsdr.cdc.gov:8080/hazdat.html). In
particular, the HazDat Sensitive State Map (http://atsdr1.atsdr.cdc.gov:8080/haz-
usa1.html) was used to obtain the details of site location, chemical content, and extent
of on- and off-site contamination. Where NPL sites were found to be within 1 mile of
any of the primary brain cancers included in the analysis, the sites were classified by
whether there was known off-site contamination.

Methods

Outline
For the purpose of this analysis, the incidence rate of brain cancer among New Jersey
residents living within 1 mile of an NPL site was compared with that of all New
Jersey residents. The observed number of cases was compared with the expected
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number by the standardized incidence ratio (SIR) and its 95% confidence interval. Also,
an additional analysis was implemented using cancer cases grouped by the nearest
NPL site’s off-site contamination to find out whether there was an association between
environmental contamination and brain cancer occurrence. Student’s t-test was used to
assess the statistical significance of the difference between the above-mentioned groups
of cases.

Geocoding
The file obtained from the New Jersey Cancer Registry Program was cleaned to ensure
consistency of town and street names. The plus-4 codes were added to the zip codes of
streets from the US Postal Service’s Zip+4 State Directory for New Jersey (5). Street ad-
dresses were geocoded using the Matchmaker 2000 address-matching program from
Geographic Data Technology (Lebanon, NH). Cases whose addresses were missing or
were just post office box numbers were removed from the file before geocoding. The
geocoded file was exported into a dBASE format to use in ARC/INFO (Environmental
Systems Research Institute, Redlands, CA). The dBASE file was converted to an Info file
and projected onto a coverage of New Jersey. Half-mile and 1-mile buffers were created
around the NPL sites in the state (6). Cases falling within those buffers were extracted
and a new file containing the sites within buffers was created. In addition, the NEAR
command in ARC/INFO was run to determine the average distance between cases and
the nearest NPL site. A data file was created with the cases, the nearest NPL site for each
case, and the distance to that site.

Expected Number of Cancer Cases
The expected numbers of cancer cases were calculated for the 1990 population using the
stratum-specific incidence rates observed in New Jersey (the standard population) dur-
ing the period 1986 through 1990. The expected number of cases was calculated for each
stratum first, as a product of the New Jersey incidence rate and the size of the stratum
within 1 mile of an NPL site, and then summed over the strata. The number of cases ex-
pected annually from 1986 through 1989 was assumed to be equal to that estimated
for 1990.

The Standardized Incidence Ratios Estimate
Standardized incidence ratios (SIRs) were used for quantitative analysis of brain cancer
incidence in the 1-mile areas around the NPL sites. An SIR is calculated by dividing the
observed number of cases by an expected number for the investigated population over
the time period reviewed. The observed number of cancer cases for this analysis was
provided by the New Jersey State Cancer Registry. The expected number of cancer cases
was calculated using average annual State of New Jersey age- and sex-specific inci-
dence rates from 1986 through 1990. The comparison rates were provided to ATSDR by
the New Jersey State Cancer Registry. The lower and upper limits of the 95% confidence
interval were calculated for each SIR using the Poisson distribution (7).

Results

There were 2,556 cases in the original data set with one duplicate case found. Of that
total, 145 (5.7%) did not include any address information and 33 (1.3%) were post office

GIS ANALYSIS OF BRAIN CANCER INCIDENCE NEAR NATIONAL PRIORITIES LIST SITES IN NEW JERSEY 325



box numbers.  Those 178 cases (7.0%) were removed from the file before address match-
ing was done. An additional 83 cases had no street address and 3 cases had unidentifi-
able street addresses. After the address matching, there were 2,114 matches to street
address (82.7%), 37 (1.5%) matched to the zip+4 centroid, 30 (1.17%) matched to the
zip+2 centroid, and 195 (7.6%) matched to the zip code centroid. One of the zip code
matches (0.04%) was removed when it was found to be in New York. Thus, 2,377 cases
were in the final match for a match rate of 93%. In addition, 226 cases (8.84%) reported
from death certificates only were excluded, leaving 2,151 cases (84.15%). Exclusion of
the cases reported from death certificates only was based on the assumption that they
were not primary brain cancer cases but likely were metastases. These 226 cases had an
unspecified histological code 8000/3 (“malignant neoplasm,” International Classification
of Diseases for Oncology, Morphology [8]). In addition, 74% of these cases were 45 years of
age or older, while 62% of them were 55 years of age or older. Exclusion of these cases
from this analysis did not influence the findings because just 3 (1.32%) of them were
within a half-mile of an NPL site. Another 22 cases (9.74%) were within 1 mile of an
NPL site but were further than a half-mile, while 110 cases (47.8%) were further than 3
miles from an NPL site.

There were 177 cases (8.23%) within 1 mile of an NPL site and 54 cases (2.51%)
within a half-mile of an NPL site. Using the total population data from 112 NPL sites in
New Jersey, there were 1,031,504 persons living within 1 mile of an NPL site in the state.
The total population of New Jersey was 7,730,188, so 13% of the total population lived
within 1 mile of one of those 112 sites. The average distance between the nearest NPL
site and any of the cases was 6,265.55±4,324.48 meters (3.89±2.69 miles). Of the 112 NPL
sites in New Jersey, 58 (51.79%) were found to be within 1 mile of at least one brain can-
cer case included in the analysis.

The most frequent histologic types of cancer among the cases within 1 mile of an
NPL site were glioblastoma multiforme and astrocytoma (39.53% and 37.85%, respec-
tively). The rarest types were ependymoma (0.56%), medulloblastoma (1.13%), and
meningioma (1.69%). No nerve sheath tumors were diagnosed in this population dur-
ing the period studied (Table 1).
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Table 1 Histologic Types of Brain Cancers among New Jersey Residents Living within 1 Mile
of an NPL Site, by Year of Diagnosis

Histologic Type ICD-Oa Codes 1986 1987 1988 1989 1990 Total

Astrocytoma (9400–9421) 9 10 16 13 19 67

Glioblastoma multiforme (9440–9442) 12 11 17 12 18 70

Oligodendroglioma (9450–9460) 1 — 1 2 — 4

Medulloblastoma (9470–9472) — 2 — — — 2

Ependymoma (9391–9394) 1 — — — — 1

Other gliomas (9380–9383) 1 10 2 5 5 23
(9422–9430) — — 1 1 1 3

Meningioma (9530–9539) 2 — 1 2 2 7

Other brain cancers —

Total 26 33 38 35 45 177

a International Classification of Diseases for Oncology, Morphology (8)



The highest number of brain cancers within 1 mile of an NPL site was diagnosed
among Caucasian males (61.02%), while the lowest was found among non-Caucasian
females and males (1.13% and 3.95%, respectively).

Table 2 presents by age group the observed and expected numbers of cases, SIRs,
and lower and upper limits of the 95% Poisson confidence interval within 1 mile of an
NPL site. The expected numbers in this table were based on the incidence rates ob-
served in New Jersey from 1986 through 1990. The values for each age group, as well as
for all ages combined, were smaller than expected.

Table 3 shows distribution of the cases within 1 mile of an NPL site according to the
primary contamination at the closest NPL site. A total of 51 (88%) NPL sites had known
off-site contamination. Of those, 30 sites (52%) were contaminated by volatile organic
compounds (VOCs) and 21 sites (36%) were contaminated by metals, polychlorinated
biphenyls (PCBs), or radiation. A total of 143 cases (81%) were found within 1 mile of
an NPL site with known off-site contamination. Of those, 74 cases (42%) were found in
proximity to VOC-contaminated sites and 69 (39%) were in proximity to sites charac-
terized by other contaminants.

Discussion

This analysis did not indicate that residence near an NPL site in New Jersey at time of
diagnosis increased the incidence of brain cancer. The observed numbers of brain can-
cer within a 1-mile radius of an NPL site were lower than expected in total and in each
age category. Also, histologic types of the brain cancers diagnosed in these residents
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Table 3 Brain Cancer Cases within 1 Mile of NPL Sites, by Primary Off-Site Contamination,
New Jersey, 1986–1990

Known Off-Site Contamination

No Known Off-Site 
VOCs Metals PCBs Radiation Contamination

Cancer cases 74 26 15 28 34

NPL sites 30 13 2 6 7

Table 2 Standardized Incidence Rates (SIRs) and 95% Confidence Intervals (CI) for Brain
Cancer, 1 Mile from NPL Sites, New Jersey, 1986–1990

Number of Cases

Age Groups Observed Expected SIR 95% CI Lower–Upper

0–14 19 25 0.76 0.46–1.20

15–44 41 60 0.68 0.49–0.93

45–64 50 83 0.60 0.45–0.75

65+ 67 109 0.62 0.48–0.78

Total 177 277 0.64 0.55–0.74



and their age, sex, or racial distributions did not differ from those of other New Jersey
residents. However, there are many limitations in this type of analysis that should be
considered when interpreting these results. One of the major limitations in projects in-
volving GIS methods is the quality of the geocoding of cases. Typical address matching
rates range from 20% up to 95% for rural states (9). This particular investigation had an
extraordinary geocoding rate of 93%. At the same time, however, a group of 178 cases
(6.96%) whose addresses were missing or just post office box addresses were removed
from the dataset prior to analysis. In addition, addresses of 261 cases (10%) were in-
complete, so they were geocoded to either zip+ or zip code centroids. Given the rela-
tively small number of cases, this could have had an impact on the findings. In
particular, there is a possibility that some of these cases were within a 1-mile buffer zone
around an NPL site but were excluded because of geocoding errors. Another limitation
in this analysis was the use of addresses available only at the time of diagnosis. Such in-
formation might not have reflected where a person got his or her exposure due to a la-
tency period in the development of cancers and the high mobility in the US population.
Should these issues be resolved, an association between living close to an NPL site and
brain cancer occurrence could be either stronger or weaker than was found.

Also, the sites were classified and analyzed by known off-site contamination. A lim-
ited number of the brain cancer cases lived within 1 mile of an NPL site in New Jersey
(177 cases, 8.23%), making it impossible to look for associations with specific chemicals
or agents, such as ionizing radiation, and forcing investigators to group them into VOC
and non-VOC cases with near equal numbers of cases in each of the groups. No statis-
tically significant differences were found among cases’ age, histological type of tumor,
or distance from the nearest site in relation to the primary site contamination. No dif-
ferences were found either when comparing the cases within the area of sites with
known off-site contamination versus those with unknown off-site contamination.

It should be noted that the overall impact of residential proximity to NPL sites is
unknown. No clear association has been found between health effects in humans and
hazardous waste sites either (10,11,12). Overall, small sample size, lack of individual ex-
posure data, poor hazardous site selection for analysis, and inappropriate health effects
for the toxic substances being studied could have led to negative findings in some cases,
as well as possible erroneous positive findings (11). The 1-mile radius buffer zone was
chosen for this analysis as the smallest geographic area (with the shortest proximity to
possible sources of exposure) in which the number of cases was large enough to pro-
vide measurable statistical power for analysis of such a rare health event as brain can-
cer. At the same time, estimation of relative risk (brain cancer incidence rates within a
half-mile versus 1 mile) could be useful and prove a valuable addition, as could com-
parison of local rates to the state and national cancer rates. The small number of brain
cancers diagnosed within a half-mile of NPL sites in New Jersey (54 cases, 2.5%) made
it impossible to implement this approach for this particular analysis. However, it
should be considered for future investigation when brain cancer incidence data from
several states are available.
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Abstract

Landsat Thematic Mapper (TM) imagery was used to identify habitat
suitable for Oncomelania hupensis, the snail vector for schistosomiasis in the
Anning River Valley in Sichuan, China. The location of 55 snail habitat sites
and 48 non-habitat sites were determined by GPS measurements. Landsat TM
data were found to be quite variable for both snail and non-snail sites. Because
of this, supervised maximum likelihood classification produced poor accuracy.
It was hypothesized that the variability was due to the existence of multiple
microenvironments, each with distinct spectral properties and each suitable as
snail habitat. A two-tiered classification approach was developed in which an
unsupervised classification was first performed for the snail and non-snail
habitat data to generate five snail and five non-snail clusters. The signatures of
the 10 clusters were then used to perform maximum likelihood classification.
Using this approach, 90.3% of the snail habitat and 86.6% of the non-habitat
were correctly identified. These results suggest that remote sensing may be an
effective tool for identifying the habitat of the schistosomiasis vector in China.
If so, this provides a surveillance method for studying the area affected by the
new Three Gorges Dam, where profound ecological change will occur and
schistosomiasis is predicted to become a major problem.

Keywords: schistosomiasis, remote sensing, Landsat, China, Oncomelania
hupensis

Introduction

The use of satellite imaging to remotely detect areas of high risk for transmission of in-
fectious disease is an appealing prospect for large-scale disease monitoring. The detec-
tion of large-scale environmental determinants of disease risk, often called landscape
epidemiology, has been motivated by several authors (1,2). The basic notion is that
large-scale factors such as population density, air temperature, hydrological conditions,
soil type, and vegetation can determine in a coarse fashion the local conditions con-
tributing to disease vector abundance and human contact with disease agents. These
large-scale factors can often be remotely detected by sensors or cameras mounted on
satellite or aircraft platforms and can thus be used in a predictive model to mark high-
risk areas of transmission and to target control or monitoring efforts. A review of satel-
lite technologies for this purpose was recently presented by Washino and Wood (3),
Hay (4), and Hay et al. (5).

In China, there is currently concern about the establishment and spread of infec-
tious diseases, including malaria and schistosomiasis, in the area along the Yangtze
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upstream of the Three Gorges Dam, which is now under construction. Our group has
been working with parasitologists from the Sichuan Institute of Parasitic Disease (SIPD)
responsible for schistosomiasis monitoring and control in the area of the dam. The pro-
found ecological and social changes that will take place as the dam is being constructed
and after its completion may create new habitat for the snail species central to the
cycling of the disease, as well as new relationships between humans, domestic animals,
and the aquatic environment. The size of the lake that will be created behind the dam
and the difficulty of access to this mountainous area make remote sensing technology
an attractive adjunct to land-based surveillance of these changes as the lake fills and the
dam goes into operation.

To explore the possible use of remote sensing in schistosomiasis control prior to the
completion of the Three Gorges Dam, we have been studying a region where the dis-
ease is endemic, where ground-based data sets on disease prevalence and snail habitat
exist, and which is of a scale suitable for study using remote sensing. With the assis-
tance of our colleagues in the SIPD, we have focused on the area along the Anning River
in the Daliang mountainous area of southwestern Sichuan Province. This region
includes villages studied in our earlier work.

Remote sensing has been demonstrated to be a viable means of identifying habitat
for vectors of other diseases. The potential efficacy for using remote sensing to deter-
mine high-risk areas of malaria transmission was recently illustrated (6,7). Two types of
Anopheline mosquito habitat—unmanaged pastures and transitional swamps—were
shown to be detectable based on classification of Landsat Thematic Mapper (TM) data.
That research was an extension of previous work that focused on the identification of
high and low Anopheline-producing rice fields (8). Landsat TM data have also been
used to map land cover to study landscape correlates of Lyme disease (9). In that study,
disease data and landscape classifications were overlaid to look for land cover corre-
lates to disease risk.

Several studies have implied that remote sensing could be a useful tool for schisto-
somiasis monitoring. Cross and Bailey (10) and Cross et al. (11) showed a correlation
between local temperature variation and prevalence rate. Malone et al. (12) showed that
historical prevalence data correlated well with remotely detectable geographic features.
Both of these studies took a different approach from the Anopheline studies in that they
demonstrated a correlation between disease and ecological factors, whereas the malaria
vector studies by Beck et al. (6,7) and Wood et al. (8), use remote sensing to identify
habitat correlated with the presence of the disease vector.

In the current study, we ask if the second approach is applicable to detecting spatial
variations in the vector population that transmits the parasite causing schistosomiasis
japonicum, the Asian form of schistosomiasis. The disease vector, or, more appropri-
ately, the intermediate host for schistosomiasis japonicum, is an amphibious snail,
Oncomelania hupensis. A recent preliminary study by the SIPD used Advanced Very
High Resolution Radiometer (AVHRR) data to identify snail habitat (13). In the current
analysis we use higher resolution Landsat TM data to look for correlations with
detailed ground-based snail ecology surveys. If surveyed snail habitats correlate with
the satellite data, there is the potential to use remote sensing to monitor large and re-
mote areas in the region of the dam, and to identify areas at high risk of transmission.

The current problem is different from that of detecting malaria vectors. The vector
habitat for O. hupensis is usually a microenvironment that is itself not detectable using

332 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



most remote sensing data because of their coarse spatial resolution. However, microen-
vironmental conditions may be affected by larger-scale factors including local vegeta-
tion type and surrounding crops, fertilizer usage, and water and temperature patterns.
These factors will cause local changes in the environment, which in turn will influence
the remote sensing signal. Further, the other two schistosomiasis studies found correla-
tions between large-scale phenomena and disease rates, implying that something can
be seen at this scale. The question addressed at present is whether remote sensing data
of local areas can be accurately classified, based on large-scale environmental factors, so
as to identify habitats that are suitable for these vector snails, and thus at high risk for
transmission.

Methods

To address this issue, our group conducted a study in the Anning River Valley in south-
western Sichuan Province. The Anning River Valley is a high mountain valley at an
elevation of about 1,500 meters (m). This is primarily an agricultural area with irrigated
farming of rice, corn, wheat, a variety of vegetables, and some export crops. The valley
is also a highly endemic area for schistosomiasis japonica. The remote sensing data
used were from the Landsat TM sensor. The ground data indicating suitable snail habi-
tat were point observations from one environment type and were classified as habitat
or non-habitat. Suitability was determined by the presence or absence of young or re-
producing snails. Few locations are found with only adult snails present, presumably
because snails leave unsuitable locations or die.

A large-scale snail monitoring effort was conducted in 1994 by the Xichang County
Anti-Endemic Station (XCAS). The station is responsible for monitoring and controlling
human schistosomiasis infection and vector snail ecology in the 17-township middle
section of the Anning River Valley. Snail surveys were performed throughout the area
in townships where the human incidence exceeded 10%. Snail surveillance was done in
June. We chose this section of the river valley as our study area to take advantage of
these existing surveillance data. The study area extends from Lizhou Township in the
north to Hexi Township in the south, and covers about 45 km of the river valley around
Xichang City. A map of the area showing these reference points is shown in Figure 1.

Two Landsat TM scenes (one spring, April 7, 1994, and one fall, October 16, 1994)
were obtained for the region. Both images were free of cloud cover over the area of
interest, and each represents a distinct agricultural season. The major crops during
these times are rice and corn in summer-fall and wheat and beans in the winter-spring
season.

Ground data on the locations of snail colonies were obtained from the XCAS’s 1994
snail surveys (this is being supplemented with density information). For 10 days in the
middle of June 1997, our group, with the help of the local authorities and the head of
the XCAS, visited townships and recorded the geographic locations of the 1994 sur-
veillance data. Collection sites were located with a Trimble Pro XL global positioning
system (GPS) to allow for correlation with the remote sensing data. Three base stations
were established and positioned with respect to a known surveyed control point at the
peak of the Lushan mountain southeast of Xichang City. All data points were differen-
tially corrected to the base station locations to provide positioning accuracy in the 1 to
5 m range.
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Collection sites were located in 14 townships throughout the study area. Townships
were chosen based on availability of 1994 data or if there was historical knowledge of
apparently stable snail habitat or non-habitat. Three environment types exist in the
study area: irrigated farming in the river plain, terraced rice culture at the base of
the hills, and mountain stream areas higher in the mountains. The three habitat types
are structurally different with distinct local ecologies. In light of this, the study was lim-
ited to one type of environment, irrigated farming areas in the river plain, for which
there was an abundance of ground/field data (and travel was more convenient). Snail
habitat in the river plain area is limited to irrigation and drainage ditches and the
boundaries of fields. This resulted in a total of 103 data points (55 classified as habitat
and 48 as non-habitat).

Image processing was performed using PCIWORKS image processing software.
Before data analysis, the images were geometrically corrected and registered using 11
ground control points taken throughout the river valley. Points used for referencing the
image to a world coordinate system were large structures easily seen on the image, such
as the corners of the Xichang airport runway, large intersections, and an isolated paved
village compound. The 103 ground/field data points were located on the image. Each
snail habitat and non-habitat site was specified as a 3- by 3-pixel area surrounding the
site location as determined in the field by GPS measurements.

After geographic correction, a preliminary supervised maximum likelihood classi-
fication was performed using all TM channels from both dates. The 55 habitat and 48
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Figure 1 Map of the Anning River Valley study area. Points represent snail habitat and non-
habitat sites distributed in the valley from Lizhou Township in the north to Hexi Township in 
the south.



non-habitat areas were used both to train the classification algorithm and assess the
accuracy of the classification. The results of this accuracy assessment are presented in
the next section.

Realizing that the accuracy of our preliminary classification was inadequate, we
next employed a two-tiered analysis approach. The first step of this approach employed
an unsupervised classification method called Isodata clustering to break up snail habi-
tat and non-habitat classes into subclasses. The Isodata algorithm is an iterative process
whereby the pixels of the image are grouped into clusters based on an examination of
their multispectral brightness values. Pixels grouped into the same cluster have similar
spectral properties. The Isodata algorithm was first applied to those pixels correspon-
ding to snail habitat sites. The algorithm was used to categorize the pixels into five sep-
arate clusters. These five snail habitat clusters may correspond to different
microhabitats that are all suitable for snails. The Isodata algorithm was then run using
the non-habitat sites to produce five non-habitat clusters. The spectral distributions for
each of these 10 clusters were determined and used to perform the second part (i.e., the
supervised maximum likelihood classification) of this two-tiered analysis.

Results

The results of the preliminary supervised classification using all TM bands from the
spring and fall images are presented in Table 1. For the 55 snail habitat sites, there was
good classification accuracy, with 89.3% of the pixels being classified correctly.
However, for the non-habitat sites there were many misclassified pixels, with only
52.3% of the pixels being accurately classified as non-habitat. Among unclassified
pixels, 3.4% of them corresponded to snail habitat sites and 8.8% of them corresponded
to non-habitat sites.

Table 2 shows the result of the two-tiered classification. For the pixels correspon-
ding to the 55 snail habitat sites, 3.6% were unclassified. Of the remaining 96.4%, 90.3%
of the pixels were correctly classified as snail habitat. For the pixels corresponding to
the 48 non-habitat sites, 4.2% were unclassified. Of the remaining 95.8%, 86.6% of the
pixels were correctly classified as non-habitat. Table 3 presents a classification matrix
showing the percentages of each cluster for both types of habitat.

The resulting classification for the Anning Valley is shown in Figure 2. A 5- by 5-
pixel mode filter was applied to the image for presentation. The mode filter is prima-
rily used to clean up thematic maps for presentation purposes by grouping together
areas that are predominantly snail habitat or non-habitat. More specifically, for each 5-
by 5-pixel area, the predominant class is assigned to all pixels in the area.
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Table 1 Results of Preliminary Maximum Likelihood Classification of Snail Habitat and Non-
Habitat Sites

Total # % Unclassified % Classified as % Classified
Pixels Pixels Snail Habitat as Non-Habitat

48 Non-habitat sites 432 8.8 38.9 52.3

55 Snail habitat sites 495 3.4 89.3 7.3
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Table 2 Results of Two-Tiered Analysis Using Isodata and Maximum Likelihood Classification
Algorithms

% % %
Total # Unclassified Classified within Classified within 
Pixels Pixels Snail Habitat Clusters Non-Habitat Clusters

48 Non-habitat sites 432 4.2 12.6 83

55 Snail habitat sites 495 3.6 87.1 9.2

Table 3 Percentage of Pixels Classified by Cluster for Snail Habitat and Non-Habitat Sites

Snail Habitat Clusters Non-Habitat Clusters

%
Unclass-

Total # ified % % % % % % % % % %
Pixels Pixels c1 c2 c3 c4 c5 c6 c7 c8 c9 c10

48 Non-habitat sites 432 4.2 6.9 3.7 0.2 1.6 0.2 28.9 9.0 18.3 11.8 15.0

55 Snail habitat sites 495 3.6 31.3 23.6 8.5 17.6 6.1 4.8 0.0 4.0 0.0 0.4

Figure 2 Three panels showing (from left) (a) Landsat TM of Anning river valley, (b) classifica-
tion of habitat using Isodata and maximum likelihood algorithms; (c) enlargement of valley floor
showing mixed habitat.



Discussion

Despite the fact that we limited our analysis to only those sites that were in the irrigated
farming areas located in the river plain, there was a great deal of variability within the
snail habitat and non-habitat sites. This was observed visually in the field as well as in
the distributions of the spectral data. Our preliminary classifications ignored this vari-
ability by lumping all of the habitat sites together and all of the non-habitat sites
together to train the classification. As a result, the snail habitat class included many of
the non-snail sites, while the non-habitat class did not classify enough of the non-snail
sites. This poor classification may be due to the existence within the irrigated farming
environment of multiple microenvironments/habitats that each have distinct spectral
properties. Hence, the terms “snail habitat” and “non-habitat” encompass distinctly
different microenvironments that support or do not support snails, respectively.
Therefore, when either snail habitat or non-habitat is considered as a whole, it appears
to be quite variable.

In the two-tiered approach, we solved the problem of multiple microenvironments
by using the Isodata algorithm to effectively separate the highly variable habitats into
relatively ‘pure,’ less variable clusters before performing supervised classification. This
was not based on field observation; rather, the spectral data were used to create these
clusters. The choice to create five habitat clusters and five non-habitat clusters is not
explained in detail because these numbers were chosen somewhat arbitrarily. The high
classification accuracy, however, indicates that such numbers are not unreasonable. It
will not be hard to fine-tune the number of clusters by looking at the variability and
separability between signatures.

In addition to refining the number of clusters, we are also working on reducing the
number of bands used to include only those that add information to the classification.
Once we have reduced the classification down to the key bands, we hope to develop an
understanding of what the clusters correspond to in the field.

Future Work

Although our results thus far are quite promising, we acknowledge that they are still
very much preliminary in nature. There is considerable work to be done before the
methods described here can be applied to the field in the form of disease surveillance.
One of our first aims is to develop a better sense of the accuracy—and, thus, limita-
tions—of remote sensing classifications applied to schistosomiasis.

In our current work we assessed the accuracy of the classification only at the loca-
tions of the training sites. Using the same data for the training and validation of the
classification may have resulted in artificially high accuracies. We plan to revisit the
Anning River Valley to validate our two-tiered analysis with a rigorous field study. For
this field study we first intend to obtain spring and fall Landsat TM images from a more
recent year than 1994 to repeat the two-tiered classification. This more recent classifica-
tion would then be validated in the field. We intend to sample pixels from this more
recent classification and visit the corresponding locations in the field. True snail status
would be assessed for each location and a better assessment of classification accuracy
would be produced.

Another study we plan to conduct will assess the degree to which additional
ground data might improve the classification accuracy. According to SIPD (14), the
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ecological correlates of O. hupensis snail habitat in Sichuan include the existence of cer-
tain vegetation types; size and density of irrigation ditches; proximity of agricultural
field edges; wet lowland areas; soil moisture, type and quality; and, local temperature.
In addition, it is our hypothesis that to some degree the chemical properties of the soil
and water condition the existence of snails at a particular site. Some information, such
as temperature, soil type, and vegetation type and coverage are available at a coarse
scale for the Anning Valley, while other data, particularly the soil and water chemistry
data, will have to be measured in the field during our randomized field validation
study.

Several issues will have to be addressed when dealing with such multivariate data
that are measured on several different scales and with varying reliabilities. For exam-
ple, soil type data is a nominal variable and percent vegetation coverage, a bounded, in-
terval variable. Because traditional remote sensing image analysis algorithms such as
the maximum likelihood classifier cannot be used to process nominal and ordinal data,
we will analyze these additional ground data using several non-traditional techniques:
CART (15), logit regression (16), evidential reasoning (17,18), and artificial neural algo-
rithms (19). Each of these algorithms can handle all the different levels of measurements
and have proven useful in classification tasks where similar issues existed.

These multivariate approaches can be used to develop a classification for snail habi-
tat based on ecology. The accuracy of this ecological classification can be compared with
that of our remote sensing classification algorithm to gauge the added importance of in-
corporating ground ecology measurements in our classification of snail habitat.
Furthermore, the ecological classification will help in developing an ecological inter-
pretation of the remote sensing classification algorithm, which is central to being able
to extrapolate the use of the algorithm to different areas and to different snail sub-
species. Of particular interest is the determination of whether the distinct habitat clus-
ters identified in our remote sensing classification correspond to distinct ecological
conditions in our ecological classification, and later, how both the remote sensing and
ecological classifications change between different schistosomiasis-prevalent regions
in China.

The work described thus far has focused on locating snail habitat. Although the
existence of snails is a necessary criterion for disease transmission, it does not serve as
an accurate indication of disease prevalence since, within areas where snails exist, the
extent of human and animal infection vary considerably. Moreover, in some locations
where snails exist, no disease transmission occurs at all. It is clear, however, that on a
local scale, infection intensity and disease prevalence are related to the relationships
between people, animals, and snails, as they may be mediated by landscape features.
Alongside our remote sensing work, we have been working with mathematical models
as a way to better understand such site-specific factors at the local level and their
impact on the dynamics of disease transmission.

From a remote sensing standpoint, however, many of the landscape features that
are related to infection intensity—including the nature and density of irrigation in vil-
lages, and the proximity and density of settlements—can be identified and quantified
using remote sensing technologies. In addition, topographical features such as slope
and aspect determine the flow of water channels, which may influence the transmission
of disease. Therefore, it is of considerable interest to determine if topographical or land-
scape features that can be determined remotely are correlates of transmission. Such
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information would further inform remote surveillance programs for prioritizing loca-
tions within the Three Gorges region for intensive ground investigation. To investigate
these questions, higher resolution images than those from Landsat TM would be nec-
essary. A future study will look at aerial photographs and/or higher resolution satellite
images, such as those from SPOT HRV-PAN and IRA-1D, which are available now, and
from Space Imaging and Earth Watch, which might become available soon.
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A Conceptual Model of the Spread of Rabies That
Integrates Computer Simulation and Geographic
Information Systems
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Abstract

Rabies, a viral infection of the central nervous system, is transmitted by
direct contact with an infectious individual and is considered to be a predom-
inately zoonotic disease. Epidemic models have focused on the spatial spread
of rabies, and emphasized the importance of understanding the transmission
and spread of the disease. This conceptual model concentrates on the geo-
graphic spread and transmission of rabies in raccoon populations. A stochas-
tic, individual-based model that incorporates probabilities of contact between
groups of the population will be integrated into a geographic information sys-
tem (GIS) using the ARC/INFO macro language. We anticipate that the inte-
gration of computer simulation and GIS will assist in the development of an
epidemic model predicting the geographic spread of rabies. The model was
designed to investigate disease control scenarios, such as optimizing the place-
ment of rabies oral vaccine to impede the further spread of disease.

Keywords: modeling, simulation, rabies, raccoon, epidemiology

Introduction

Rabies, a viral infection of the central nervous system, is transmitted by direct contact
with an infectious individual and is considered to be predominantly a zoonotic disease.
Rabies in wildlife such as bats, foxes, skunks, and raccoons occurs when the popula-
tion of animals reaches a threshold density; hence, transmission is achieved by direct
contact. If a human has contact with a rabid animal, rabies becomes a disease that af-
fects humans. Although the incidence of rabies in humans is rare (with only a few
deaths per year in the United States), it is a horrifying disease for which there is no
known case of recovery after the onset of clinical symptoms (1).

The raccoon, Procyon lotor, is considered a major wildlife reservoir of rabies in the
eastern United States and is currently spreading its distribution as a vector of the dis-
ease. In the 1950s, the first outbreak of raccoon rabies in the United States occurred in
Florida, and the number of reported rabid raccoons is continuing to increase (2).

Raccoons are considered a solitary species. Home ranges of adult females overlap
broadly and there is no evidence of territoriality, whereas home ranges of adult males
overlap less than 10% with adjacent adult males. Males of neighboring home ranges
were found to have a separation of at least 2 kilometers (km) (3,4). Barash (5) reports
data on captured raccoons from neighboring areas and from widely separated areas.
The interactions of the captured raccoons indicate some degree of neighbor recogni-
tion. The raccoons from widely separated areas exhibit hostile behavior toward each
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other, while neighboring individuals show tolerance for each other. These data provide
evidence that males show territoriality only with other males (3,4,5). Adult males move
around more than adult females, and males generally have a larger home range (3,4).
Home range diameters have been reported as measuring 1 to 3 km, with suburban pop-
ulations having smaller home ranges of 0.3 to 0.7 km (3). The home ranges of adult
males and females overlap, but individuals usually remain apart by mutual avoidance,
except during the mating period. The only groups having been reported together
are family groups, communal winter dens, and those inhabiting areas of abundant
food (3,6).

A low density of raccoons is considered to be 5 individuals per square kilometer
(individuals/km2). High densities have been reported up to 20 individuals/km2. In sub-
urban areas, densities of as many as 68.7 individuals/km2 have been reported. Ellis (7)
radiotracked seven individual raccoons and concluded that when densities were high,
raccoons seemed to move less and had smaller home ranges. In areas of high densities,
raccoons were distributed evenly throughout all habitats. As densities decreased, how-
ever, the distribution favored particular habitats (4).

Raccoon long-range movements can be observed when juveniles disperse, or when
environmental conditions and food availability are unfavorable. Reported data have
much variability. Distances of 121 km (8), 266 km (9), and 254 km (10) have been
recorded for adult raccoons. Butterfield (11) reported a maximum distance of 1.6 km,
but with an average of 0.6 km. Distances for juvenile dispersal ranged from a few kilo-
meters up to a maximum of 20 km.

Raccoons are classified as highly susceptible to rabies infection based on an intra-
muscular injection of the LD50 value (12). The LD50 for raccoon intraspecies transmis-
sion is 3.9 virus per inoculum (13). Because the virus concentration in saliva varies
among individuals, the dosage transmitted when in contact with another individual
varies, influencing the course of infection. An experimental inoculation of the LD50
value in a single dose by intramuscular injection, along with an exposure site of the
neck or hind leg, is the best estimate of natural infection. It is noted that experimental
inoculation cannot capture all the possibilities of natural exposure.

Exposure can induce the production of antibodies. Not all animals naturally ex-
posed to rabies die of the disease. Field investigations of raccoons collected during an
epizootic and observed for the following two years resulted in eight of ten raccoons sur-
viving (14). Virus-neutralizing substances have been induced experimentally and have
conferred resistance to further, massive inoculations of the rabies virus (13). Immunity
or resistance to the rabies virus seems to play a role in naturally occurring raccoon
populations.

Raccoons have been found during the day in residential areas and found with pet
animals, resulting in increased human contact. Consequently, every year many people
receive post-exposure treatment for exposure to wild animals. To minimize the number
of human exposures and control and prevent the further spread of rabies, epidemic ra-
bies models have focused on the spatial spread of the disease. Previous rabies models
have focused on the fox as the main vector of the disease. The model presented here
focuses on the raccoon as the main rabies vector.

The long incubation period of rabies in raccoons is a major factor in its transmission
cycle. Therefore, animal movement was explored as a factor of transmission. The trans-
mission cycle has two possible pathways. The first pathway is the migration of the
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healthy raccoon that carries rabies to an uninfected geographic region. After the incu-
bation period, the raccoon becomes infectious, experiences clinical symptoms, and
spreads the disease to this new region. The second pathway is the abnormal behavior
of the infectious raccoon whose confused movements result in the raccoon wandering
and having contact with neighboring individuals. Both pathways are geographic in na-
ture, and both transmission pathways are examined in this model. One objective of the
model is to determine which mode of transmission has a larger role in the spread of ra-
bies. A second objective is to assist in the development of rabies control strategies, thus
reducing human exposures.

The Conceptual Model

A raccoon population in a rabies cycle can be divided into four categories or groups,
depending on their disease status: susceptible raccoons; exposed raccoons (infected, but
not infectious); immune raccoons; and infectious rabid raccoons (Figure 1). The suscep-
tibles are those animals that previously have not been exposed to the virus or who have
lost their immunity. A susceptible can only move into the exposed group. The exposed
are those animals that have been exposed to an infectious, rabid animal. There is a vari-
able incubation period of 39 to 79 days (13) during which rabies cannot be transmitted.
The exposed animal can enter either the immune group or the infectious group. The cat-
egory that the exposed animal moves to depends on the amount of virus to which the
individual has been exposed. The immune group is composed of those animals that
have been exposed to the rabies virus and have produced rabies-neutralizing antibod-
ies. These animals are in this category for a variable length of time. Assuming that im-
munity in all animals is lost over time at the same rate, the rate of conversion from the
immune group back to the susceptible group is treated the same for all animals that
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Figure 1 Epidemic model of the interactions between population processes (births and
deaths) and disease processes among raccoon groups.

Susceptible Exposed Infectious

Immune

Death rate Death rate

Death rate

Birth
rate

Death rate



were exposed to an infectious animal. The infectious group is composed of those ani-
mals that show clinical symptoms for a short period of 3 to 8 days (13), and can trans-
mit the disease by contact with the group of susceptibles. The infectious period ends in
death, and the animal is removed from the population.

Young born to susceptibles and immunes are added to the susceptible group at a
rate equal to the birth rate. Birth rate of the exposed group is assumed zero because of
a gestation period of 63 days, and a weaning period of 2 to 4 months (4). Non-rabies
death occurs in the susceptible, immune, and exposed groups, and is assumed to be the
same rate for all groups. All individuals entering the infectious group are removed via
the death rate, though death may occur from rabies or a non-rabies cause.

Infectious individuals having adequate contact with susceptible individuals results
in a susceptible becoming an exposed individual. The probability of rabies transmission
is the same as the contact rate. The amount of virus in the saliva is variable and is
determined by a randomly drawn number from a lognormal frequency distribution
produced from data on the prevalence of virus in saliva. The amount of virus and the
LD50 value determine which category the exposed animals will enter. The dosage
determines whether the individual will produce rabies-neutralizing antibodies or incu-
bate the disease.

The incubation period in the exposed group is determined by a random variate
drawn from a lognormal frequency distribution, which is produced from data of the
known incubation period (15). After the incubation period, the exposed would then
enter the infectious category. The length of stay in this category is also determined by a
random variate drawn from a lognormal frequency distribution, which is produced
from data of the known infectious period (15).

Conclusion

The long incubation period of rabies occurring in the exposed group is a major factor in
the transmission cycle. The transmission cycle has two possible pathways, dispersal or
home range. Using a geographic information system (GIS), a spatial grid was designed
to simulate an extensive geographic area. The GIS allowed the data to be tracked over
a period of time. The model uses the spatial procedures in ARC/INFO GIS, including
GRID to simulate animal migration. The four status groups were tracked both spatially
and temporally to analyze the pattern of the spread of the disease. The epidemic and
animal movement models were integrated into the GIS using the ARC/INFO macro
language (AML).

The animal movement model is a grid-based spatial model with grid cell size set
equal to the average raccoon home range size (Figure 2). Raccoons are assigned to grid
cells as individuals or as members of a social group. Individual raccoons then are as-
signed to one of the four status groups. For each individual in a given cell at time t, the
model determines whether that individual moves to an adjacent cell (home range
model), disperses to some more distant cell (dispersal model), or remains within the cell
(Figure 3). The epidemic model then is used to determine the probability of individuals
from the given cell infecting individuals in the cells contacted. Susceptible individuals
have a probability of being infected by contact with those individuals that are infectious
in contacted cells. After the interactions of individuals in each cell are determined, their
group status is updated and the process repeats for each time step in the simulation.
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Models of animal movement can be based upon any of the following three prem-
ises: the matching of spatial patterns of observed behavior (16), the set of rules arising
from mechanisms governing the response of an individual to its environment (17), or
theoretical constructs such as random walk models (18,19). The complete animal move-
ment model incorporates features of all three methods within the home range. Models
of dispersal distance are constrained random walk models. These models use transition
probabilities that define the direction and distance moved, based on the animal’s posi-
tion relative to an activity center (20,21).

We anticipate that the integration of computer simulation and a GIS will assist in
the development of an epidemic model that simulates the geographic spread of raccoon
rabies. The model was designed to investigate disease control scenarios, such as opti-
mizing the placement of rabies oral vaccine to impede the further spread of disease.

Obtaining adequate sample sizes for the estimation of the model’s parameters will
be essential for future research. Many hundreds of animals would have to be trapped
to obtain reliable estimates of contact rates, concentrations of virus in saliva, antibody
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Figure 2 Movement of raccoons through a spatial grid. Each grid cell is equal to the size of
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raccoon; RAB = rabid infectious raccoon. Arrows represent movement to another grid cell.



prevalence, disease prevalence, and other factors. These estimates are necessary to
achieve greater insight into the eventual control of wildlife rabies.
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Figure 3 Flow diagram of contact among raccoon groups for the grid-based model.
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A GIS Analysis of Motor Vehicle Injuries in Ventura
County, California

Paul Van Zuyle*
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Abstract

An analysis of motor vehicle injuries in Ventura County, California, re-
vealed a variety of spatial patterns that depend on the age of the victims.
Vehicle injury data were selected from 25,000 transport records collected by
Ventura County Emergency Medical Services (EMS) and were geocoded. Of
3,275 motor vehicle injuries in 1996 requiring emergency transport, 554 were
to 15- to 19-year-olds. This age group represents only 7% of the population but
incurred 17% of vehicular injuries. While no address information was
recorded, each record contained a Thomas Brothers map book grid coordinate,
which was geocoded using an Avenue script for ArcView 3.0a. The locations of
these injuries were aggregated using kernel filtering in ArcView Spatial
Analyst to produce a density surface on a 200-meter grid. The collocation of
the three greatest peaks in teenage motor vehicle injuries with the three large
high schools in the county is notable, and has been used by health educators
and EMS to target education and prevention efforts. In addition, an experi-
mental Web site has been set up so that the data can be interactively explored
on the Internet.

Keywords: injury, motor vehicle, Internet, Ventura County, public health

Introduction

Motor vehicle accidents were the cause of more than half of all injuries requiring emer-
gency medical transport in Ventura County, California, in 1996. With the cooperation
of the Ventura County Emergency Medical Services (EMS) office, the Ventura County
Health Department performed a geographic and statistical analysis on selected injury
data collected on persons who were transported by ambulance to hospitals. The aim
was to quantify the number and location of injuries to children and teenagers due to
motor vehicles. An additional goal was to create a prototype Web site, where the map
data could be queried online and different aspects of the dataset could be explored.

Data

Out of over 30,000 EMS runs in Ventura County in 1996, 9,542 were to transport per-
sons with injuries. (The data collected were actually from the beginning of December
1995 through the end of November 1996.) Of those 9,542, 4,907 were classified as “MV,”
or injuries received in motor vehicles. Another 1,563 were attributed to falls. Gunshot
wounds, stabbings, and assaults accounted for 1,783 more. Of the rest, 380 were simply
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classified as “other,” while the balance was attributed to pedestrian injuries from cars,
burns, near-drownings, and other causes.

Analysis

A spatial analysis was performed on the data using locational information coded for the
scene of each injury. As part of the dispatch process, a map grid coordinate for each run
was entered from the Thomas Brothers map book (1). While no address information
was available, these half-mile grid cells provide sufficient resolution for certain kinds of
analysis, including the production of countywide maps. The analysis was performed
with ArcView 3.0 and ArcView Spatial Analyst (ESRI, Redlands, CA), along with cus-
tom software written to convert the Thomas Bros. grid references to locations on the
map.

The center of each grid cell was coded with an attached value for each of the injury
types investigated. This resulted in a map with a regular grid of points whose size was
displayed proportionate to the number of specified injuries recorded in that area. This
is an effective mapping technique for small numbers of occurrences. For large numbers,
a different analytic technique, kernel filtering, was utilized. This involved interpolating
the value of each grid point to create a smooth surface representing an estimated value
for every place on the map. These values were then classed to create a choropleth map.

For presentation on the Internet, the data have been stored on a Web server running
ESRI’s ArcView Internet Map Server. (The demonstration Web site can be found at
http://asosan.geog.ucsb.edu/maps/vtainjury.html.) This application comes with a
Java applet that allows users of properly configured Web browsers to view and query
the data at a variety of scales. For users of ArcView GIS, the MapCafe Java applet pres-
ents map layers in a familiar format. A sample of previously performed analyses can be
viewed along with other layers, such as streets, high schools, and political boundaries.
These analytic layers (or “themes,” in ArcView parlance) can be individually turned on
or off to create different map views.

Results

Overall, the geographic distribution of motor vehicle injuries in Ventura County is sim-
ilar to the spatial distribution of people (see theme “MV accident density per sq. km” at
the demonstration Web site). This means that the rate of injury is relatively constant
from place to place. Exceptions to this appear in rural areas with busy highways. For
instance, Highway 126 east of Fillmore has far more injuries than would be expected
based on the size of the local population (see theme “MV injury per 100k pop”).
Obviously, however, this highway and other rural roads serve more than the local pop-
ulation, and it is likely that those injured were not local residents. (We cannot verify
this, however, because the home addresses of the victims were not recorded in this
dataset.)

This general pattern is slightly different when only injuries to children and
teenagers are considered (see theme “u20 MV PA injuries per sq. km”). As might be ex-
pected, these show more local foci, and a pattern emerges that reflects the locations of
schools. This pattern is further reinforced when only motor vehicle injuries to teenagers
15–19 years are mapped (see theme “MV injuries to 15–19 year olds”). Over half of all
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motor vehicle injuries to children and teenagers are incurred by this age group. While
adolescents of this age represent only about 7% of the population, they incur nearly 17%
of the injuries.

Distinctive peaks occur on the map on Moorpark Road near Thousand Oaks High
School in Thousand Oaks, and at the intersection of Ventura Road and Gonzales, near
Oxnard High in Oxnard. This last place was the site of 17 injuries to teenagers, nearly
twice as many as any other single location on the map.

An examination of the numbers of injuries to teenagers compared with juveniles of
other ages shows a striking increase once they become old enough to hold a license
(Table 1). There is no such corresponding increase in injuries to pedestrian teenagers
(Table 2).

Discussion

The overall motor vehicle injury rate for different places in Ventura County is mostly a
function of population. There is little difference from city to city in the aggregate. When
specific areas are examined, however, there are distinctive local differences. Because of
the nature of the data collected for this report, it is not generally possible to locate spe-
cific accident sites. In certain cases, however, such as with the data for injuries near
Ventura Road and Gonzales in Oxnard, it may be reasonable to assume that most of the
accidents in that area occurred at the intersection of those two streets. 

When data for specific sub-populations such as teenagers are viewed, the pattern
of injuries becomes more distinct from the population distribution. In this case, the spa-
tial behavior of teenagers is revealed in relation to high schools through their motor ve-
hicle injuries. This offers the potential for traffic enforcement, emergency preparedness,
and education directed at these specific groups and places.
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Table 1 Motor Vehicle Injuries, Ventura County, CA, 1996

Age (years)

0–4 5–9 10–14 15–19 Sum

Girls 41 36 69 259 405

Boys 44 33 39 259 375

Sum 85 69 108 518

Source: (2)

Table 2 Pedestrian-Auto Injuries, Ventura County, CA, 1996

Age (years)

0–4 5–9 10–14 15–19 Sum

Girls 11 5 23 16 55

Boys 14 26 34 25 99

Sum 25 31 57 41

Source: (2)



Presentation of these data in map form on the Internet allows users with many dif-
ferent interests and responsibilities to adjust their view of the county data to fit their
specific needs. While there may be a variety of underlying causes for the patterns re-
vealed in these data, the potential for understanding them may be increased by both the
presentation and distribution schemes described here.
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Childhood Lead Poisoning: The Potential and Pitfalls 
of Applying GIS to the Development of Federal
Environmental Justice Policy
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Abstract

Childhood lead poisoning is the most common environmental illness fac-
ing US children. When the first federal legislation passed in 1971, children in
communities of color and low-income communities were disproportionately
at risk, a characteristic typical of communities organizing around environ-
mental justice principles. Efforts since then have decreased the extent of child-
hood lead poisoning, but have increased the disparate impact of the disease.
Since the 1994 passage of Executive Order 12898 on environmental justice, the
US Environmental Protection Agency (EPA) has begun to develop geographic
information system (GIS) programs to assess a broad array of environmental
justice issues. This paper will describe the origin of the environmental justice
movement and examine childhood lead poisoning as an environmental justice
challenge. It will then outline three GIS approaches to childhood lead poison-
ing and consider what the strengths and weaknesses of those approaches por-
tend not only for EPA’s efforts to prevent childhood lead poisoning in the
Southwest, but for other GIS uses designed to remedy environmental justice
problems.

Keywords: lead poisoning, environmental justice, race, class, public health

Introduction

Potential, and pitfalls, abound in the use of geographic information systems (GIS) to
identify and solve public health problems. Childhood lead poisoning is a particularly
sensitive example given the role this illness has played in federal recognition of a so-
cial movement called environmental justice. The goal of this paper is to relate environ-
mental justice, federal policy, childhood lead poisoning, and GIS in a cautionary tale
that recognizes how GIS can promote or stifle positive social change. This paper will
describe the origin of the environmental justice movement and examine childhood lead
poisoning as an environmental justice challenge. It will then outline three GIS ap-
proaches to childhood lead poisoning and consider what the strengths and weaknesses
of those approaches portend not only for the US Environmental Protection Agency’s
(EPA’s) efforts to prevent childhood lead poisoning in the Southwest, but for other GIS
uses designed to remedy environmental justice problems.

Genesis of the Environmental Justice Movement

Extensive histories have been written about the environmental justice movement (1,2).
However, a few key incidents defined the movement for the federal government.
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Low-income communities of color created the environmental justice movement in
recognition of the small share of environmental amenities and large share of environ-
mental burdens they experience. Such burdens range from a disproportionate rate of
environmental disease to the disproportionately high concentration of toxic waste fa-
cilities sited in their communities. Indeed, it was during the release of the 1987 GIS
study Toxic Waste and Race (3), identifying the disproportionate siting of toxic waste
facilities in low-income communities of color, that the term “environmental racism”
first achieved national prominence.

More than 100 environmental justice groups came together in Washington, DC, in
1991 at the First National People of Color Environmental Leadership Summit to create
the “Principles of Environmental Justice.” These 17 principles represent the consensus
understanding of these groups and guide their approach to the challenge of unequal
protection.

Within a year after the summit, EPA issued its first report on the matter (4). That re-
port identified childhood lead poisoning as the only environmental illness dispropor-
tionately harming low-income communities and communities of color. As more
research was conducted, however, and the scope of the problem beyond childhood lead
poisoning became apparent, greater federal involvement became necessary.

In 1994, hundreds of federal officials and activists from environmental justice
groups came together at the Symposium for Health Research and Needs to Ensure
Environmental Justice to discuss the issue. During the symposium, President Clinton
signed an executive order on environmental justice that required federal agencies to de-
velop strategies to address environmental justice concerns and established a federal ad-
visory committee that would provide a regular forum for environmental justice issues
to be raised (5). Since then, the National Environmental Justice Advisory Council has
met every six months in communities around the country, and dozens of federal agen-
cies have developed environmental justice strategies (6).

Lead Poisoning as an Environmental Justice Challenge

Childhood lead poisoning is the most common environmental disease threatening US
children. When the first federal lead poisoning prevention legislation passed in 1971,
children in communities of color and low-income communities were recognized as
being at high risk for the condition. Efforts since then have dramatically decreased the
extent of childhood lead poisoning, but have failed to diminish the disparate impact of
the disease. And, in fact, the disparity has grown.

Between 1976 and 1994, the percentage of children with elevated blood lead levels
(above 10 micrograms per deciliter [µg/dL]) from the highest income bracket decreased
at a rate seven times greater than the percentage of children with elevated blood lead
levels from the lowest income bracket. A similar analysis by race indicates that the per-
centage of white children with elevated blood lead levels declined at a rate four times
greater than that of their black counterparts. The benefit of “whiteness” is explicit as
Hispanic children are twice as likely, and black children fives times more likely, to have
elevated blood lead levels than are white children. As a result, the number of black chil-
dren with elevated blood lead levels is equal to the number of white and Hispanic chil-
dren with elevated blood lead levels. Before discussing the implications of these
findings, consider how GIS fits in the picture.
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Three GIS Approaches to Childhood Lead Poisoning

Childhood lead poisoning occurs as a consequence of lead exposure. In the past, tar-
geting efforts to control childhood lead poisoning followed the “canary in the coal
mine” model. That is, after a child was poisoned, health professionals would seek to
identify and eliminate the source of lead exposure. GIS offers the opportunity to take a
more proactive approach by mapping out risk factors and identifying communities at
risk for lead exposure.

The risk factors for assessing children’s lead exposure identified by the Centers for
Disease Control and Prevention (CDC) include:

• Pre-1950 housing
• Demographic factors
• Industrial sources and parental occupation
• Drinking water
• Hobbies, traditional remedies, ceramicware, and cosmetics (7)

Using GIS to overlay maps of these various risk factors can help EPA childhood lead
poisoning prevention personnel determine where greatest needs exist, what type of re-
sources should be allocated, and success over time. The following three different GIS
approaches have been developed to support childhood lead poisoning prevention
efforts.

The first GIS application that focused on childhood lead poisoning prevention was
described in 1991. Researchers at the New Jersey Department of Environmental
Protection and Energy and the University of Medicine and Dentistry of New Jersey
used GIS to identify areas within Newark, East Orange, and Irvington, New Jersey,
where there may be greater environmental exposure to lead. The purpose of the study
was to identify areas where further screening and public education may be needed (8).

Table 1 lists the sources of data used in this 1991 study. Data incorporated into the
GIS included US Census Bureau demographic and boundary data. Furthermore, data
that reflected point industrial and urban corridor sources of lead, as well as blood lead
screening records, were included. The strength of the application was reflected in the
finding that a strong correlation existed between census tracts with reported high blood
lead levels and census tracts predicted by the GIS to support high lead exposure.

In 1992, the Lead Education and Abatement Program (LEAP) in EPA’s Region 5 of-
fice published its GIS assessment of the spatial and numerical dimensions of young mi-
nority children exposed to low-level environmental sources of lead (9). This study of the
Great Lakes area did two things. First, it developed a population comparative risk
analysis for childhood exposure to lead in census tracts in 83 Midwest cities. Second, it
examined whether there was an association in the Minneapolis/St. Paul area between
urban transportation corridors and elevated blood-lead levels.

Table 2 lists the data sources used in this 1992 population comparative risk analy-
sis. The study used Census Bureau boundary data. Because the 1990 census data had
still not been released, the researchers used the Donnelly Marketing Population data-
base for demographic data extrapolated from 1980 to 1990. Point industrial, urban cor-
ridor, and drinking water sources of lead were included.

The study found a statistically weak association between Minneapolis/St.Paul
urban corridors and blood lead levels. Furthermore, a weak association was identified
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between the blood lead levels predicted by the GIS and those measured through screen-
ing efforts. The researchers attributed the weak association to the fact that the model is
applicable to populations, not individuals, and that an inability to account for ethnicity
and socioeconomic status resulted in an underestimate of the at-risk population in
lower socioeconomic minority communities. The researchers concluded that the effort
should prove useful in identifying hotspots of lead exposure.

The year 1993 witnessed the first results of the EPA Office of Pollution Prevention
and Toxics Lead Targeting System, a meeting in Atlanta titled “Mapping Lead Exposure
Information” by the EPA Environmental Criteria and Assessment Office, and the release
of information about efforts to use GIS to target childhood lead poisoning prevention
activities in California and Massachusetts. Unfortunately, this brief flurry of activity did
not prove sustainable. The challenge, as summarized by a co-author of the 1991 New
Jersey study, was

. . . to better understand the complexities of lead exposure and vulnerable pop-
ulations. This effort requires addressing the issues of what information should
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Table 1 Databases Used in 1991 GIS Study of Lead Exposure in Newark, East Orange, and
Irvington, NJ

Database Source

Census tract boundaries, demographics, and housing stock US Census Bureau

Essex County blood lead screening records New Jersey Department of Health

Toxic Release Inventory of industrial sites emitting lead US EPA

Hazardous waste sites contaminated with lead New Jersey Department of Environmental 
Protection and Energy

Traffic volume estimates to determine past leaded fuel New Jersey Department of Transportation
emissions

Table 2 Databases Used in 1992 GIS Study of Lead Exposure in the Midwest (with detailed
analysis in Minnesota)

Database Source

Ambient air quality data Aerometric Information Retrieval System
Ethnicity, sex, age, income, housing age, and location US Census Bureau; extrapolations available 

via Donnelly Marketing Population Data 
Surface meteorological data  National Climatologic Data Center 

Toxic Release Inventory for point sources of lead US EPA
emissions and facilities that dispose of lead 

Municipal waste incinerators emitting lead US EPA

Lead levels in drinking water US EPA

Abandoned hazardous waste sites where lead is a US EPA
primary concern 

Lead concentrations in soil and dust US Department of Housing and Urban 
Development; Minnesota Department of 
Pollution Control 

Blood lead screening data Minnesota Department of Health



be collected, of how to best collect information, how to overcome incompati-
bility of data, and ways to share information between different software pack-
ages and hardware (10).

In 1998, many of those challenges remain. However, the question of what informa-
tion should be collected has been somewhat simplified. For example, EPA Region 3 is
currently using GIS to help identify the human health risk from lead and, in particular,
reduce the prevalence of childhood lead poisoning in targeted communities (11). They
are doing so by assessing the lead poisoning risk factors mentioned previously and
eliminating those factors less often causally related to childhood lead poisoning. They
have selected age of housing, poverty, and the presence of children as the focus of their
analysis. These researchers are using Census Bureau boundary and demographic data,
and US Department of Housing and Urban Development (HUD) housing data in their
review. Table 3 identifies additional sources of data used in this study.

The Region 3 study found that targeting major urban areas would, if fully success-
ful, address only 25% of the houses estimated to have lead-based paint, 8% of houses
expected to have lead-based paint hazards, and 33% of the children in poverty. In re-
sponse, Region 3 is beginning to implement a children’s initiative that will target lead
exposure risks to children in smaller urban areas.

The weakness of this approach is that it does not consider causes of childhood lead
poisoning that, while less prevalent, may be significant. That challenge confronts those
of us working in Region 9 as we try to develop plans to decrease childhood lead
poisoning.

Current Challenges
Region 9’s 1993 effort to create a GIS application to measure the potential for elevated
blood-lead levels used Census Bureau demographic data to localize childhood lead poi-
soning in Oakland, California, and the surrounding areas of Alameda County (12). In
that one county alone, EPA researchers found thousands of white, black, Hispanic,
Asian-American, and other ethnicity children living in poverty. More than 80% of
homes were coated with lead-based paint. Potential sources such as water and indus-
trial emissions were considered. And what did they find? A mess that could not be read-
ily sorted out for targeting purposes and that did not closely match the results of
screening data that were being collected in the area.
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Table 3 Databases Used in the 1998 GIS Study of Lead Exposure in Mid-Atlantic States (with
detailed analysis in Philadelphia)

Database Source

Affordable housing US Department of Housing and Urban
Development 

Age, income, owner-occupied vs. renter-occupied US Census Bureau
housing, and housing age 

Residential lead hazard US Department of Housing and Urban 
Development 

Blood-lead screening data Philadelphia Department of Health 



This is not a surprise. Communities in the Southwest are substantially different
from those in the Northeast and Midwest. Some of the challenges of preventing child-
hood lead poisoning in the Southwest (compared with the Midwest or the Northeast)
include the following:

• Space: Housing is diffuse so hot spots are more difficult to identify and target
for action.

• Time: Rapid population growth in the Southwest results in data rapidly becom-
ing obsolete.

• Population:
More diverse and more integrated.
Cultural exposure sources more prevalent.
Modeling spatial dimension of ethnicity more difficult.
Class component of childhood lead poisoning weaker.
Population at greatest risk more likely to speak English as a second language.

• Medical practice: Pediatricians are less aware of childhood lead poisoning and
less likely to screen.

• Legislation: Non-existent or very recently passed.
• Government agencies: Relatively recently recognized problem with limited and

very localized data to guide action.

Housing stock is more spread out in the Southwest than in the Northeast. Thus, the
potential for spatial autocorrelation (which is quite high in densely populated cities of
the Northeast) is diminished. Race and class are also much less effective predictors of
childhood lead poisoning. The population of California is a bit more than 50% white,
30% Hispanic, 7% black, and 6% Asian-American. Communities in the Southwest are
more racially integrated and class does not have as strong an influence upon the preva-
lence of lead poisoning. Furthermore, cultural characteristics may promote childhood
lead poisoning in the Southwest more than in the Northeast, because the Hispanic and
Asian populations are more likely to use folk medicines, ceramicware, and cosmetics
that contain lead.

For example, a study released by the General Accounting Office in May 1998 noted
that the California Department of Health Services has reported that up to 12% of lead-
poisoned children in the state may have been poisoned from traditional folk medicines
and another 8% of cases may have been linked to lead-glazed pottery, often from
Mexico (13). The same report also noted that while Hispanic children in pre-1946 hous-
ing had a higher prevalence of elevated blood lead levels than those in newer housing,
in either setting the risk of elevated blood lead levels was not appreciably changed by
poverty status.

Finally, unlike many cities in the Northeast where lead screening and awareness are
relatively high, little screening has taken place in the Southwest and most is quite re-
cent in origin. Indeed, before a 1992 court decision forcing the issue, screening was
rarely performed in California, even for children on MediCal. Recent studies indicate
pediatricians in California continue to screen children much less often than their coun-
terparts in other parts of the country (14,15). Thus, unlike other areas, it is difficult to
analyze GIS applications for lead exposure risks relative to screening data because, until
recently, little data existed and, as a result, confidentiality concerns were difficult for re-
searchers to overcome.
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As is apparent from these facts, the childhood lead poisoning situation in the
Southwest is appreciably different from that in the Northeast where most GIS applica-
tions have been tested and where federal policy efforts are focused. Yet, despite these
differences, it is important to note one universal truth—that children in old homes are
more likely to suffer lead poisoning. California has more homes built before 1950 than
any state other than New York or Pennsylvania.

Despite the challenges posed in the Southwest, two national GIS programs are
being developed to identify communities at risk for childhood lead poisoning. HUD
has recently released “Community 2020” (16). This program allows maps to be created
instantly by selecting and displaying census data. The program targets areas by over-
laying four characteristics: housing older than 1950; presence of children under six
years old; minority status; and, presence of single parent household. The goal is to use
this application to target inspections and compliance assistance to better implement the
new real estate disclosure law for lead-based paint.

Census data are also the building block for the CDC software that has been devel-
oped to provide relevant data on housing and population to help identify high-risk
areas for childhood lead poisoning screening (17). This software can be accessed over
the Web and, while still in the process of being integrated with mapping, provides
county and zip code level data on a broad array of factors including: housing units, pre-
1950 housing, children under six years old, race, income, owner or renter status, and
percent of children under six years old in poverty.

Future Moves

Both the Community 2020 and new CDC software go a long way toward incorporating
the breadth of demographic data absent in some of the earlier applications. However,
the need to refine our focus is reinforced by two recent targeting studies contracted by
EPA. The first provided support for the notion that real estate disclosure enforcement
efforts should target extremely rural areas like Tulare County, California, before target-
ing Los Angeles (18). The second confirmed once again that race, income, census region,
and age of housing are associated with environmental lead exposure and that blood
lead level variations by race and class may not be adequately explained by environ-
mental lead measurements (19). Both studies conclude that resources should be focused
on Northeast or Midwest communities, yet both fail to acknowledge differences in
the epidemiology of childhood lead poisoning in the Southwest that may alter such
findings.

Conclusion

Within the last year, the EPA received more than $3 million in applications for lead poi-
soning prevention activities from non-profit groups in Region 9, though only $200,000
in funding was available. Many of the groups applying are run by, and serve, low-in-
come communities of color most at risk for the disease. These environmental justice
groups recognize that despite the decreasing prevalence of childhood lead poisoning,
the battle has not been won because their children have been left behind in past federal
efforts. GIS can help federal agency personnel decide where to target limited resources
for screening, grants, and enforcement in order to eliminate disparities in disease preva-
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lence. However, if “garbage in, garbage out” GIS models are produced that fail to rec-
ognize the unique situations that different areas face, federal agency personnel not only
miss an opportunity to ensure equal protection under the law for all Americans, but
also perpetuate the idea that helped generate the environmental justice movement in
the first place—that government agencies may not only fail to remedy vestiges of past
racism and classism, but through a failure to recognize such challenges may create new
barriers to creating a just and fair society.
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Cancer Incidence in Southington, Connecticut,
1968–1991, in Relation to Emissions from Solvents
Recovery Services of New England

Diane D Aye, MPH, PhD (1),* Gary V Archambault, MS (1), Deborah Dumin (2)
(1) Division of Environmental Epidemiology and Occupational Health, Connecticut Department of
Public Health, Hartford, CT; (2) Connecticut Department of Environmental Protection, Hartford, CT

Abstract

Data from Southington, Connecticut, were analyzed using geographic in-
formation systems (GIS) to explore a possible association between exposure to
contaminants from Solvents Recovery Services of New England (SRSNE) and
the incidence of selected types of cancer. Data on the incidence of bladder, kid-
ney, liver, and testicular cancer, leukemia, non-Hodgkin’s lymphoma (NHL),
and Hodgkin’s disease were obtained from the Connecticut Department of
Public Health Tumor Registry for the period 1968 to 1991. Improper disposal
practices by SRSNE caused the air, public drinking water, and soil in
Southington to be contaminated. Possible dose-response relationships be-
tween exposure to emissions from SRSNE and cancer risk were explored by
calculating age and sex standardized incidence ratios (SIR). No statistically
significant increase in the SIR was found for cancer of the bladder, kidney,
liver, or testis, leukemia, NHL, or Hodgkin’s disease for any of the exposure
categories when compared with State of Connecticut incidence rates. The total
SIR of all tumor sites combined, however, demonstrated a statistically signifi-
cant increasing trend in relation to increasing exposure to air emissions.
Among individual tumor sites, the risk of NHL among females was elevated
in locations where the air exposure levels were estimated to be the greatest, al-
though this elevation did not achieve statistical significance. Non-Hodgkin’s
lymphoma incidence has been increasing during the past several decades with
no clear explanation. This study suggests the need for more evaluation of ex-
posure to environmental contaminants and the development of some types of
cancer, with specific attention given to NHL.

Keywords: cancer, non-Hodgkin’s lymphoma (NHL), solvent exposure,
drinking water, air pollution

Background

Solvents Recovery Services of New England (SRSNE) is a National Priority List (NPL)
hazardous waste site located in Southington, Connecticut. SRSNE began its solvent re-
covery operations in 1955. The facility processed between 3 and 5 million gallons of liq-
uid hazardous waste and 100,000 pounds of solid hazardous waste annually.

The SRSNE facility operations included the distillation of recoverable solvents in
batch stills with sludges being placed in unlined on-site lagoons for disposal. Improper
disposal practices by the company caused the air, public drinking water, and soil in
Southington to be contaminated with waste solvents and metals.
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The public drinking water wells #4 and #6 are located approximately l,200 feet
south of SRSNE. Well #4 was installed in 1966 and well #6 in 1976. The wells were iden-
tified as being contaminated with volatile organic compounds (VOCs) and possibly
heavy metals in 1976 and 1977 (1).

Table 1 presents data on the maximum concentrations of contaminants detected
from public water supply wells #4, #5, and #6. Well #5 is located approximately 4 miles
south of SRSNE and its contamination is not directly site-related. However, SRSNE-
generated wastes were disposed of at the Old Southington Landfill (also an NPL site)
near well #5. These wells were taken out of production in 1979.

An on-site open pit incinerator for the burning of solvent and metal sludges oper-
ated with no air pollution controls until 1974, when it was taken out of service. Other
sources of air pollution included evaporation from the lagoons and storage tanks at the
facility, and 25 recovery wells with uncontrolled air strippers.

Methods

Case Ascertainment
Cases of bladder, kidney, liver, and testicular cancer, leukemia, non-Hodgkin’s lym-
phoma, and Hodgkin’s disease diagnosed to Southington residents between 1968 and
1991 were mapped using a geographic information system (GIS) and the census block
where the case resided at the time of diagnosis was identified. Data on drinking water
and air exposure to trichloroethylene (TCE) emissions from SRSNE were estimated and
each census block received a relative exposure score (no actual measurements of
contaminant levels at case addresses was available). Census blocks with the same
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Table 1 Highest Recorded Contamination of Public Water Supply Wells, Southington, CT,
1978 and 1979

Contaminant Well #4 (ppb) Well #5 (ppb) Well #6 (ppb)

Trichloroethylene 120 45 11

1,1 dichloroethylene 210 No data No data

1,1 dichloroethane 990 No data No data

t,1,2 dichloroethane 390 6 No data

1,1,1 trichloroethane 33,500 300 120

Tetrachloroethylene 22 No data No data

Carbon tetrachloride 35 9 No data

Hexane 91 No data No data

Methane 400 480 130

Methylene chloride 12 No data No data

Chlorobutane 930 No data No data

Methyl ethyl ketone No data No data 20

ppb = parts per billion

Source: (20)



qualitative exposure scores were grouped for analysis. Age and sex standardized inci-
dence ratios (SIRs) were calculated for each tumor site and exposure category to com-
pare the incidence of each cancer in each exposure category with the incidence for
Connecticut as a whole.

The tumor sites included in this study were selected based on epidemiological and
toxicological studies and community concerns. Epidemiological studies have been con-
ducted that linked populations exposed to drinking water contaminants with bladder
cancer, leukemia, and lymphoma (2–15). Toxicological evidence has linked the contam-
inants with liver and kidney cancer in animals (5,6,16). Testicular cancer was included
in the study because citizens in the community expressed concern about testicular can-
cer incidence.

Preliminary review of the cancer incidence information on these sites is summa-
rized in Table 2. While Southington did not experience an excess of these tumor types
when compared with Connecticut state rates, mapping was done on these cases to de-
termine if the incidence of these tumors was increased in areas of the town that were
exposed to air or water contamination from SRSNE. Data on cases of cancer occurring
in residents of Southington between 1968 and 1991 were obtained from the Connecticut
Department of Health (DPH) Tumor Registry. Individual case information includes the
patient’s residential address at time of diagnosis, primary site of diagnosis, age, sex,
and date of diagnosis.

The residential address at time of diagnosis was assigned digital map coordinates
using GIS mapping capabilities. Also, during the geocoding process the census block of
residence was identified. Mapping of addresses was conducted by the Connecticut
Department of Environmental Protection (DEP) with the assistance of an enhanced
TIGER file, Dynamap/2000. Each of the addresses was verified against the Southington
Assessors maps or by field investigation to ensure accuracy of the geocoding.

Of the 424 cases identified from the registry, 422 cases were geocoded. The remain-
ing two cases could not be geocoded because the address was not listed in the registry
records. A map displaying the location of cancer cases in Southington is not presented
here in order to protect the confidentiality of the data.

Water Exposure Modeling
The Agency for Toxic Substances and Disease Registry (ATSDR) and the Georgia
Institute of Technology hydrologically analyzed the water supply system to determine
the geographic areas with the greatest potential for TCE contamination of the drinking
water (17). Data on the contaminants identified by water sampling are presented in
Table 1. Each census block was assigned a relative water exposure ranking. For exam-
ple, those census blocks that did not receive public water and relied on private wells
that could not have been contaminated with emissions from SRSNE received the low-
est exposure rank. Those areas where hydrologic pressure would have been likely to
send most of the contaminated water received the highest score. Those census blocks
receiving the same exposure score were grouped for analysis.

The Southington Water Company provided information on the location, diameter,
and elevation of pipes, and pipe junctures, which was then assigned digital map coor-
dinates by the University of Connecticut’s Department of Geography for use in the GIS.
The Southington Water Company also provided information on the elevation and loca-
tion of reservoirs, location of wells, and the proportion and quantity of the water supply
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provided by these sources over the study period. DPH and the Southington Water
Company provided information on water sampling for contaminants in the water dis-
tribution system.

The model relied on a US Environmental Protection Agency (EPA) computer soft-
ware program, EPANET. EPANET tracks the flow of water within each pipe segment,
the pressure at each pipe junction, the height of water in each reservoir or storage tank,
and the concentration of a contaminant throughout a distribution system (17).

Estimated daily exposure to TCE in the public drinking water was broken into four
water exposure categories and is presented in Table 3 and Figure 1. Two-thirds of the
town was not impacted by water contamination from SRSNE or the Old Southington
Landfill. Water level 1 is the lowest exposure category and 66.4% of the population
lived in those portions of town. The areas northeast of the contaminated wells were es-
timated to receive the highest exposures. Water level 4 is the highest exposure category
and no persons lived in this portion of the town. The shape and distance of the geo-
graphic areas impacted by water contamination was influenced by water usage,
competing sources of water, and the hydrologic pressures in the water distribution sys-
tem. The relative ranking of exposure to TCE in the drinking water by census blocks en-
abled the calculation of SIRs based on potential relative exposure to TCE in drinking
water.

Air Exposure Modeling
The development of an air contamination model was completed by Robert Tyler of
SciTech Corporation of Wethersfield, Connecticut (18), and funded by ATSDR through
this project. Air quality modeling of probable TCE emissions from the site was per-
formed using the EPA Industrial Source Complex Long-Term (ISCLT2) model in con-
junction with climatological data from the closest National Weather Service station in
Hartford. Emission sources were identified through a review of records on SRSNE at
the DEP, EPA, and DPH.

Standard emission factors were used to estimate emissions from the solvent recla-
mation process, and the receiving/storage and blend tanks. Air stripper emissions were
calculated using mass balance equations based on groundwater flow rates and concen-
trations found in the groundwater and effluent. Engineering calculations were used to
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Table 3 Population and Contaminant Levels of Water Exposure Categories, Southington, CT

Water Exposure Estimated TCE Level per
Category Category (µg/L) Populationa No. of Census Blocks

Southington 36,723 295

Level 1 No exposure 24,374 236

Level 2 1 to <10 7,186 39

Level 3 10 to <50 5,163 18

Level 4 50 or greater 0 2

a1980 census figures

µg/L = micrograms per liter

Source: (20)



estimate emissions from the lagoons and pit incineration. Calculations were based on
data and equations provided by the EPA.

The overall air impact of TCE was estimated by summing the individual contribu-
tions of each of these sources during the study period and then calculating an average
level for the 24-year study period. There were fluctuations in the values, and maximum
short-term values were not calculated. TCE was chosen as the indicator pollutant to
provide an estimate of the geographic area that was impacted by air emissions from
SRSNE. There were, however, many other compounds that were handled by SRSNE
that have the potential to be human carcinogens.

The modeling of air releases from SRSNE resulted in Southington being divided
into four air exposure categories, which are presented in Table 4 and Figure 2. The ma-
jority of the town was not impacted by air emissions from SRSNE. Air level 1 is the low-
est exposure category and those areas combined to account for 71% of the Southington
population. The areas in closest geographic proximity to the site received the highest
exposures. Air level 2 and level 3 combine to account for 29% of the Southington pop-
ulation. Air level 4 is the highest exposure category and no persons lived in this portion
of the town. The shape and distance of the geographic areas impacted by emissions was
influenced by the topography of the area and the prevailing winds.

Estimates of the Population at Risk
To calculate the SIRs, an estimate of the population at risk was made. The 1980 STF1b
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Figure 1 Geographic areas that received contaminated drinking water, Southington, CT, 1980.



tape from the US Bureau of the Census was used to provide age-specific information for
each census block. The 1980 census was chosen for the population estimate because it
was the midpoint of the study period. The census blocks with the same exposure scores
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Table 4 Population and Contaminant Levels of Air Exposure Categories, Southington, CT

Water Exposure Estimated TCE Level per
Category Category (µg/m3) Populationa No. of Census Blocks

Southington 36,723 295

Level 1 less than 0.01 25,895 200

Level 2 0.01 to <0.015 5,585 46

Level 3 0.015 to <0.10 5,243 46

Level 4 0.10 or greater 0 3

a1980 census figures

µg/m3 = micrograms per cubic meter

Source: (20)

Figure 2 Geographic areas exposed to air emissions from solvents recovery systems of New
England, Southington, CT, 1980.



were summed to derive population estimates for the various air and water exposure
categories.

Analysis
The indirect method of age standardization and State of Connecticut incidence rates
from the DPH Tumor Registry were used to calculate age SIRs. SIRs were calculated for
each tumor site and all of the tumor sites combined for each drinking water and air ex-
posure ranking. The indirect rather than direct method of age standardization was cho-
sen for these analyses because the number of cases was small, resulting in incidence
rates that would be too unstable for age standardization using the direct method. A
Bonferroni correction was made to adjust for multiple comparisons (19).

Results
No statistically significant increase in the SIR was found for cancer of the bladder, kid-
ney, liver, or testis, leukemia, NHL, or Hodgkin’s disease for any of the exposure cate-
gories when compared with State of Connecticut incidence rates. The total SIR of all
tumor sites combined demonstrated a statistically significant increasing trend in rela-
tion to increasing exposure to air emissions. For males and females combined, the SIRs
were as follows (see Table 5):

• Air level 1: SIR=0.89 (95% confidence interval, 0.70, 1.08)
• Air level 2: SIR=0.99 (95% CI, 0.62, 1.37)
• Air level 3: SIR=1.04 (95% CI, 0.62, 1.47)

Among individual tumor sites, the risk of NHL among females was elevated in lo-
cations where the air exposure levels were estimated to be the greatest. Among females,
the SIRs were as follows (see Table 6):

• Air level 1: SIR=0.59 (95% CI, 0.09, 1.09)
• Air level 2: SIR=0.59 (95% CI, 0.00, 1.50)
• Air level 3: SIR=2.42 (95% CI, 0.37, 4.46)

The elevation of risk was not consistently shown among males.
The results of the study are presented in more detail in the complete report of the

study (20).

Discussion
This study was conducted in response to citizen concerns that persons living in neigh-
borhoods near the SRSNE Superfund site were experiencing higher rates of cancer than
was the general population. It was known that these persons had been exposed to emis-
sions from SRSNE, but it was less clear whether the rate of cancer was higher among
them than would normally be expected.

Traditionally, cancer rates are calculated for geographic areas with specific political
boundaries such as a state or town. Use of a GIS allows disease rates to be calculated at
a smaller geographic level. In this study the census block is the unit of analysis.

The GIS was used to improve the exposure assessment and locate each case on a
map (geocoding). The mechanization of the geocoding process by the GIS allowed the
study to be conducted in a more efficient manner than would have been possible with
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mapping the location of the cases manually. This enabled the evaluation of whether
there was an association between exposure to emissions through the air or public drink-
ing water and the incidence of selected types of cancer.

Census block areas with the same relative exposure rankings were grouped for
analysis. Air and water exposures were evaluated separately. Age SIRs were calculated
for each tumor site by gender and by relative measure of exposure to TCE emissions in
the air and the drinking water. No statistically significant increase in the SIR was found
for cancer of the bladder, liver, kidney, or testis, leukemia or Hodgkin’s disease for any
of the exposure categories when compared with the state of Connecticut. For the total
of all tumor sites combined, there was an increase in the SIR for increasing exposure to
air contaminants.

The rate of NHL among females was elevated where the air emission rates were es-
timated to be the highest, although this increase did not achieve statistical significance.
Seventeen cases of NHL were diagnosed among women where seven cases would have
been expected to occur during this same time period. A similar elevation did not occur
among men.

Non-Hodgkin’s lymphoma has been increasing dramatically over the past several
decades with no clear explanation for the increase. A review of the epidemiology of
NHL in Connecticut documented not only the increase in NHL, but also that the his-
tology of the tumors is tending to change. Proportionally, more cases of nodular NHL
are occurring. The ratio of diffuse cell type to nodular cell type among women had de-
creased from 9:1 to about 3:1 from the 1960s to the 1980s (21). Of the 17 women with
NHL in the high air exposure area, only 9 had diffuse cell type and 8 had nodular cell
type (ratio of 1.1:1). For cases of NHL among women in the unexposed portion of town,
18 had diffuse cell type and only 4 of the 22 cases had nodular cell type (ratio of 4.5:1).
Therefore, in the higher air exposure area of this study more of the cases among women
are nodular NHL, the same histology of NHL that is increasing in incidence in
Connecticut. Previous studies of environmental contamination have shown associa-
tions between exposure to solvents and incidence of NHL (14).

These data suggest that women living in the portion of town exposed to emissions
from SRSNE through the public water distribution system and the air did experience an
increased risk of NHL. Women may have been at their home for a higher portion of the
day and therefore experienced a higher exposure than men. However, this study can-
not determine whether or not exposures to emissions from SRSNE in the air or water
caused any cases of NHL or any other cancer in the town of Southington.

The increasing incidence of NHL over the past few decades supports the need to
conduct additional epidemiological research into the possible role of environmental ex-
posure to solvents as a possible risk factor in the development of NHL.

This study of cancer incidence in Southington, Connecticut, has several limitations.
While it does use cancer incidence information from the Tumor Registry, these data con-
tain only limited individual data including gender, date of birth, and date of diagnosis.
Other relevant risk factors including smoking, family history, and occupation are not
routinely available. While Tumor Registry case ascertainment is considered to be very
complete, people could have been exposed and then moved from the area prior to di-
agnosis of their disease.

The population estimates for calculation of the risk measurements were derived
from the 1980 census data and do not take growth of the population or migration into
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consideration. The population of Southington has grown from 30,746 in 1970, to 36,879
in 1980, to 38,501 in 1990. The 1980 date was selected because it represents the midpoint
of the study period. 

It must be kept in mind that as an ecological study design this can only be consid-
ered hypothesis generating, and that this type of study is not intended to demonstrate
a causal relationship (22).

The air exposure estimates are derived from actual chemical use information from
the EPA, DEP, and SRSNE company records. Engineering assumptions are used, how-
ever, to estimate the amount of TCE released into the air, and average meteorological
conditions are used to assist in the estimation of the TCE dispersion.

The water exposure estimates are derived from monitoring data, water usage data,
and pipe characteristics. However, water exposure and consumption information
for individuals is not known. TCE was modeled as the indicator contaminant be-
cause it was found in both the drinking water and air, but it represents only a qualita-
tive indication of the geographic areas in Southington most likely to be impacted by
contaminants.
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Analyzing Motor Vehicle Injuries with the Connecticut
Crash Outcome Data Evaluation System GIS

Ellen K Cromley (1),* Mary Kapp (2), Brian R Pope (1)
(1) Department of Geography, University of Connecticut, Storrs, CT; (2) Connecticut Department of
Public Health, Hartford, CT

Abstract

The Connecticut Crash Outcome Data Evaluation System (CODES) geo-
graphic information system (GIS) is a statewide GIS application developed by
the Injury Prevention Program of the Connecticut Department of Public
Health for viewing, analyzing, and reporting information on motor vehicle
collisions and the medical care provided to persons injured in them. The
Connecticut CODES Project was funded by the National Highway Traffic
Safety Administration in 1997. Connecticut is one of a number of states funded
to link medical outcome data with motor vehicle collision data. By linking col-
lision, vehicle, and human behavior characteristics to their specific medical
and financial outcomes, the project can identify prevention factors. The GIS
component of the project uses collision data for 1995 and 1996 from police ac-
cident reports coded by the Connecticut Department of Transportation, as well
as hospital discharge and emergency department data from the Connecticut
Healthcare Research and Education Foundation. The GIS stores these data in
a relational database that links to a GIS database of collision locations. The ap-
plication supports a wide range of GIS functions, including geocoding, query-
ing, and color mapping, through a specially designed user interface. The
Injury Prevention Program is using the CODES GIS to identify high-frequency
collision locations and to evaluate the effectiveness of safety belts, child pas-
senger safety seats, and motorcycle helmets in preventing (and reducing the
severity of) injuries and deaths resulting from motor vehicle collisions. A
public-use version of the application and databases enables other stakeholders
to retrieve, analyze, and map data of special interest.

Keywords: motor vehicle injury, injury surveillance, injury prevention,
data linkage

Introduction

Efforts to reduce deaths and injuries from motor vehicle collisions by improving pro-
tection systems like safety belts have been effective, but injuries resulting from crashes
continue to be a major public health problem. The focus of government agencies re-
sponsible for improving highway safety has broadened from documenting the occur-
rence of injuries to monitoring the injuries and the subsequent medical care outcomes
and health care costs, to establish priorities for prevention. A congressional mandate
was included in the Intermodal Surface Transportation Efficiency Act of 1991 calling for
a study of the benefits of safety belts and motorcycle helmets. According to the man-
date, this study was to go beyond the analysis of fatal injuries to document the sever-
ity of non-fatal injuries and the medical care costs associated with treating them.
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Beginning in 1992, the National Highway Traffic Safety Administration (NHTSA)
made grants to seven states to implement Crash Outcome Data Evaluation Systems
(CODES) projects that would link motor vehicle crash data collected at the state level
with medical outcome data (1). In 1997, the Connecticut Department of Public Health
received an award to develop a CODES project. This paper describes the Connecticut
CODES geographic information system (GIS), a system designed to provide an envi-
ronment for viewing and analyzing the linked motor vehicle and medical outcome
database created for the Connecticut CODES project.

An important NHTSA requirement for CODES projects is creation of a public-use
version of the linked database. Although GIS analysis was not specifically required by
NHTSA, a number of states have chosen to develop GIS components as part of their
CODES projects. This choice reflects a growing interest in the role that GIS might play
in motor vehicle injury analysis in the United States and in other countries (2,3). Using
GIS in the study of motor vehicle injury supports injury surveillance programs that
monitor injury patterns by type and location of occurrence, supports epidemiological
analysis through development of more accurate numerators and denominators for par-
ticular kinds of crash events, and supports implementation and evaluation of site-
specific intervention strategies.

Materials and Methods

The Connecticut CODES project links statewide crash data for 1995 and 1996 to emer-
gency department, hospital inpatient, and trauma records maintained by the
Connecticut Health Research and Education Foundation, as well as to mortality records
maintained by the Vital Records Section of the Connecticut Department of Public
Health. The crash data are compiled by the Connecticut Department of Transportation
(DOT) Accident Records Section from police accident reports made by local officers re-
sponding to motor vehicle collisions. The data available for 1995 and 1996 include all
motor vehicle collisions occurring on state roads, as well as those collisions occurring
on local roads for which the responding officer indicated that the collision had resulted
in an injury. The medical record linking is an automated process relying on a proba-
bilistic record-linking software package used by all of the funded CODES projects.

The Connecticut CODES GIS database design includes tables of motor vehicle col-
lision attributes, including the linked data, managed in a Microsoft Access relational
database, and databases of collision locations, managed as ArcView (ESRI, Redlands,
CA) shapefiles. A unique identifying number links the collision attributes to the points
representing their locations. The Planning Section of the Connecticut DOT provided
latitude/longitude geocodes for all collisions occurring on state roads. CODES GIS
project staff geocoded the collisions that occurred on local roads and projected all
crash locations based on the Connecticut Coordinate System, a system of state plane
coordinates.

A GIS database of collision locations would not be of much use alone. Additional
data incorporated into the Connecticut CODES GIS are a 1995 state road network data-
layer from the Connecticut DOT Planning Section and town boundary and annotation
layers from the Connecticut Department of Environmental Protection. The 1990 TIGER
address-ranged street network database from the US Census Bureau can be used to sup-
port finding particular addresses and intersections. For viewing crash data, digital
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raster graphics from the US Geological Survey of 7.5-minute quadrangle maps for
Connecticut can be used as an alternative to the 1995 state road network datalayer.

Because the Connecticut CODES database is a linked database compiled from
records maintained by a variety of agencies, CODES database users do not edit data.
Instead, the Connecticut CODES GIS is designed to provide users with a tool for easily
displaying, querying, and mapping crash data. These functions are especially impor-
tant because they support distribution of the public-use version of the database.

A GIS application designed specially for the Connecticut CODES project was cre-
ated to modify the GIS software package purchased from the vendor. This application
cannot be modified by the user. It allows the user to search the linked database by ask-
ing “what” or “where” questions (for example, “What are the collisions of interest and
where did they occur?” or “Where are the places of interest and what kinds of collisions
occurred there?”). The application supports a number of important functions required
to answer these questions:

• Displays road network, town boundary, and annotation layers.
• Loads one or more years of crash data selected by the user or a user-defined

database and joins and links attribute tables.
• Toggles annotation on/off.
• Toggles digital raster graphics on and off.
• Hides/shows table of contents and legends for motor vehicle crash and other

databases.
• Identifies collisions where the user clicks.
• Labels collisions by road name (for road where collision occurred or intersecting

road).
• Labels a collision site with a count of collisions that occurred at that location in

a particular year. 
• Finds and pans to a crash location based on a CODES identifier entered by the

user.
• Finds and highlights crashes with characteristics identified by the user.
• Provides a range of tools for graphical selection of collisions at a point, within a

rectangle, or within a buffered segment of the road network.
• Prints reports of the attributes of selected collisions.
• Prints color maps of crash locations based on a standard map layout, the display

created by the user, and title text entered by the user.
• Adds the address-ranged street network database for the town selected by the

user and supports finding a particular address or intersection.

Results

An example of the kind of analysis that would be supported by the Connecticut CODES
GIS is an investigation of all collisions in 1995 that involved pedestrians and happened
in Norwich, Connecticut. This use of the system would begin with a defined set of col-
lisions of interest. The system can be used to develop numerators and denominators for
the town as a whole and for the particular collision of interest. For example, in 1995,
motor vehicle injuries in Norwich involving pedestrians represented only a small
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percentage of all motor vehicle crashes that occurred, but they were more likely to have
linked medical records (Table 1).

Using the Connecticut CODES GIS, maps and reports of collisions of interest can be
prepared. The standard map output (Figure 1) shows that 3 of the 24 pedestrian colli-
sions of interest occurred near the intersection of Connecticut Route 2 and Talman
Street, in the context of 7 other collisions that occurred at that location. The collision
count and street name labels are shown on the map.

The report on selected crashes provides information based on a set of variables se-
lected by the user. In this example, seven fields were chosen for the report, including
the collision identifier number, a variable that indicates whether at least one person in-
volved in the collision had a linked hospital record, and other basic collision attribute
information, including the weekday and time of occurrence, the number of vehicles and
pedestrians involved, and the collision type. Figure 2 shows a sample report.

In the public-use version of the database, only limited information is provided from
the linked medical record data. Basically, users can determine whether linked medical
or mortality records were found for individuals involved in a collision and can ascer-
tain the general nature of the injuries and medical care costs associated with treating
them. More detailed medical information is available in the full Connecticut CODES
database.

Discussion

The Connecticut CODES GIS is advancing the analysis of motor vehicle injury by al-
lowing analysts to select and map collisions based on a complex set of variables that
capture the multidimensional characteristics of collision events. The statewide, multi-
year, linked database makes it possible to distinguish, for example, the environmental
settings in which motorcyclists are involved in collisions with other vehicles, in contrast
to those involving only the motorcyclist, as well as the contributing factors associated
with those collisions and the different medical care outcomes of the collisions. 

In addition to providing a platform for more meaningful epidemiological studies of
motor vehicle injury, the Connecticut CODES project, with its GIS component, provides
public health professionals, law enforcement and transportation officials, the general
public, and other stakeholders a rich database for designing public health interventions
to address the problem of motor vehicle injury in the state. Distribution of the data
through a public-use version of the database (which protects confidentiality of medical
record information) creates an opportunity for interested parties at the local level to de-
velop prevention strategies based on local needs that may not be reflected in statewide
priorities for injury prevention. Armed with data on the types of collisions that are
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Table 1 Comparison of Total and Pedestrian Collisions in Norwich, Connecticut, in 1995

All Types Involving Pedestrians

Number of collisions 1,163 24

At least one linked medical record 357 17

No linked medical record 806 7
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Figure 1 Sample map output from the Connecticut CODES GIS.



occurring at high-frequency collision locations in each locality, officials can begin to de-
sign intervention programs that tailor operator and pedestrian education, traffic en-
forcement, and environmental modifications to the particular types of collisions
occurring at particular sites.
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Using a Proximity Filter to Improve Rabies 
Surveillance Data

Andrew Curtis*
Louisiana State University, Baton Rouge, LA

Abstract

The proximity filter is one of the new exploratory spatial data analysis
techniques developed as a result of the visual and interactive capabilities of ge-
ographic information systems (GIS). This technique, a variant of the spatial fil-
ter, is used to identify significant “holes” in a point surface. This paper
presents an example of how the proximity filter can be applied to real-world
situations, showing how it can improve rabies surveillance data. The points
used in this example are the locations of animals submitted for rabies testing.
It is important to identify any holes in a rabies surveillance data surface to see
if the low occurrence of points (i.e., of animals submitted) results from natural
reasons or from a lack of local education. The proximity filter compares the
number of points in an inner ring to those in an outer ring. A Monte Carlo sim-
ulation allows for a test of significance to be constructed. A GIS is used to vary
the size and shape of the inner and outer rings used in the analysis. Two types
of filter shape are discussed; the first is circular, and the second uses the buffer
function of the GIS to mirror the shape of an investigated area (such as a
county). This paper also provides an example of how data aggregated to a po-
litical unit can be turned into a simulated point pattern surface so that the
proximity filter can be applied.

Keywords: exploratory spatial data analysis, modifiable areal unit prob-
lem, Monte Carlo, point pattern analysis, spatial filter

Background

Recent discussion has focused on the role geographic information systems (GIS) can
play in improving spatial analysis (1). One area in which such advancement can be
made is exploratory spatial data analysis—the use of a GIS’ interactive and visual ca-
pabilities to search for problem solutions on the fly (2). Although this practice is still in
its infancy, new techniques of analysis that can only be implemented within a GIS en-
vironment are now being developed (for a review of these techniques, see reference 3).
A good example of these techniques is the spatial filter, a form of analysis that avoids
the problems associated with data aggregated to political units (county, zip code, cen-
sus tract, etc.). Diseases are often continuous across space, and therefore, if the data are
available at a disaggregated level, it makes little sense to impose artificial areas (de-
fined by political boundaries) on the analysis. An additional problem in using aggre-
gated data is one of aggregation (scale) and shape (zone)—otherwise known as the
modifiable areal unit problem. It has been found that different results can occur de-
pending on which scale and zone scheme is chosen (4).
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The spatial filter avoids the modifiable areal unit problem by using original point
data (5,6). A fine grid is layered onto the research surface, with the intersection points
of the grid acting as foci for a series of overlapping “filters” that are used to calculate
“rates” from the point data. These rates, when assigned to the intersection point, can
then be mapped, usually as a contour surface. This creates a visual impression of clus-
ters from a continuous surface. Different-sized filters will “smooth” the data to differ-
ent degrees, but the most dramatic cluster groupings should emerge irrespective of
filter size. This form of analysis is truly “exploratory” because the visualization of the
data drives the analysis. A test of significance can then be conducted using a Monte
Carlo simulation. In such a test, the original points are assigned probabilities of occur-
rence (such as the chance that a particular birth will become a death). The same filter
analysis is then performed on the simulation surface. Through multiple repetitions of
this simulation, a distribution can be created against which the original clusters can be
compared to see their probability of occurrence.

Although the spatial filter is useful for identifying significant clusters on a point
surface, the research problem for this paper required a technique that could find signif-
icant “holes” in a point surface. A variation of the spatial filter was needed—the prox-
imity filter, which can use a GIS to compare two distributions of points and identify
significant differences between them.

Rabies Surveillance Data

A raccoon rabies epizootic has been spreading through the eastern seaboard states since
1977. The epizootic started when rabid raccoons were translocated to West
Virginia/Virginia by hunters (7). Since then, most of the eastern seaboard states have
been affected by the spread (8). In a state impacted by rabies, surveillance data provide
the main source of information about the disease. Both the public and local officials are
supposed to submit animals for rabies testing if they interact with people (i.e., bite or
scratch them) and cannot be quarantined, or if they display potential rabies symptoms.
Data from this testing are used to determine how far the disease has progressed in the
state and where to place countermeasures such as oral vaccine barriers. These data are
also used to determine the success of these countermeasures. Unfortunately, evidence
suggests that data quality varies considerably between areas (9). There is, therefore, a
need for a means of analysis that can identify areas where fewer animals are submitted
for rabies testing so that resources can be targeted to “educate” both the public and
local officials. 

The Proximity Filter

The general principle of the proximity filter is the same as that of the spatial filter. It
uses a floating kernel to analyze a point data surface. The main difference between the
proximity and spatial filters is that the former compares an inner and outer spatial point
distribution. Figure 1a shows a series of points (the locations of animals submitted for
rabies testing), the boundary of the county under investigation, and an inner and outer
ring of the spatial filter (centered on the cross hair). In this example, there are 17 points
in the inner and outer rings combined. The number of points in the inner ring (in this
case, three) can be compared with the number in the outer ring (in this case, 14) to
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Figure 1 Applying the proximity filter to point data.

1a Actual point data. 1b Simulation run #1.

1c Simulation run #2. 1d Simulation run #3.

1e Overlapping proximity filter analysis. 1f Using the GIS buffer function to create
the outer ring.



determine if, given the latter number, there are significantly fewer points in the inner
ring than expected. GIS allows us to answer this question with a Monte Carlo simula-
tion. A fine grid of coordinates is layered over both the inner and outer rings. All the
points are then randomly redistributed across the combined area, with each coordinate
having an equal chance of accepting one point. This simulation is repeated 100 times. If
three or fewer points occur in the inner ring on no more than five of the simulation runs,
then there is (at least) a 95% chance that the low number of points in the inner ring did
not occur by chance. Figures 1b, 1c, and 1d show three typical simulation runs, with
five, six, and seven points being placed in the inner circle. 

The size of the outer ring obviously affects the number of points being compared
with the inner ring—the larger the outer ring, the more points will be included in the
analysis. One possible general rule is to use a comparable land area in the analysis; that
is, the land area of the outer and inner rings should be the same. In order to avoid any
bias in selecting the centroids of the filters, overlapping proximity filters should cover
the entire area (Figure 1e) as in traditional spatial filter analysis. The rings should be
centered on a fine grid of coordinates. Repeating the same simulation procedure for
each inner and outer ring makes it possible to identify significant data holes across the
entire surface.

A further modification of the proximity filter could involve using the shape of the
county as the inner ring. If it is believed that this particular political boundary does
exert some influence on the analysis—one county, for example, may have officials who
are less compliant with submission laws—then it may be useful to include the shape of
the county in the analysis. One way to do this is to leave the outer ring the same, but
use the shape of the county as the inner ring. This produces changes like those shown
in Figure 1f (using the same original point distribution as in Figure 1a), in which there
are 2 points in the inner ring and 15 in the outer ring. (Note: Larger county-shaped out-
line not applicable here.) The simulation procedure described above would be used to
create a test of significance.

If the shapes of the counties vary considerably (e.g., if some are compact and oth-
ers elongated), then the buffer function of a GIS can be used to mirror the shape of the
investigated county, making the outer ring a projected extension of the county shape.
Figure 1f (mentioned above as showing a county-shaped inner ring with a circular
outer ring) is also an example of this method. In it, there are nine points in the county-
shaped outer ring. Again, the size of the buffer affects the number of points in the outer
distribution; a possible general rule is to use the same land area for both buffer and in-
vestigated county.

The size and shape of the proximity filter depends on the background of the analy-
sis. With no prior reason to suspect a particular county of low compliance, a complete
coverage of overlapping filters is best. In the case of animals submitted for rabies test-
ing, if there is reason to suspect a political unit such as the county, then the shape of the
political unit could be used as the inner ring of the proximity filter, with either a circu-
lar or a county-shaped buffer as the outer ring. 

It must be stressed that the proximity filter only works if combined with local ex-
pertise. Once a significant point hole has been identified, the next stage of the analysis
is to investigate causative factors. These can include a difference in terrain between the
inner and outer rings (the most extreme example being that no animal submissions are
coming from the inner ring because it is a lake). A difference in human populations (the
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fewer the people, the less likely the human/animal interaction) or a different environ-
ment leading to human/animal interaction (e.g., the outer proximity filter containing a
state park) could also explain away significantly low point counts for the inner ring. All
of these factors can be investigated after the initial analysis, and some of the holes dis-
counted accordingly.

Using a Proximity Filter on Aggregated Data

Unfortunately, not all states have precise spatial locations allocated to animals submit-
ted for testing. This is the case for Kentucky, where these data are aggregated to the
county from which the submission came. Obviously, this makes it difficult to apply the
filter. The only solution for cases such as this is to distribute the number of animal sub-
missions across the host county at random.

This is easy to do using a GIS. A fine grid of coordinates is layered over the county.
All the points (animals submitted for testing) are then randomly distributed across this
surface, with each coordinate having an equal chance of accepting a point. Once the en-
tire surface has been covered in this way, the proximity filter can be layered on top of
“suspect” counties. There is little point in applying an overlapping filter analysis be-
cause the lack of precise locations already produces error. 

Figure 2 shows the typical steps of this type of analysis. The aggregated total num-
ber of animals submitted for rabies testing is randomly distributed across the county
space as a set of points, using a fine lattice of coordinates in the GIS (Figure 2b). The
county under investigation (which has three points in this case) is then investigated to
see if the number of submissions is significantly low given submission numbers from
the surrounding counties. Either a circular or a county-shaped proximity filter can be
used in the analysis of the county under investigation. In this case, the circular proxim-
ity filter contains 22 points (Figure 2c), and the county-shaped buffered proximity filter
contains 12 points (Figure 2d). When dealing with aggregated data and a simulated sur-
face, it is preferable to include the shape of the county as both the inner and outer rings
of the proximity filter. This ensures that the same distance extends from the boundary
of the county in all directions, reducing variations in the analysis that the county shape
might cause.

The proximity filter is layered on the randomly distributed points and the points
falling inside the inner and outer rings are counted. (The initial simulation generating
the points from the aggregated data should be repeated several times in order to obtain
an average number of points in the buffer area.) If the inner ring of the proximity filter
is the county shape, then the number of points in it will always equal the total points
submitted from that county. All the points falling within the inner and outer ring are
then randomly redistributed across the same area, using the same fine, layered grid of
coordinates within the GIS. Two examples of this simulated run can be found in Figure
2e (for the circular outer ring) and Figure 2f (for the buffer-shaped outer ring). This sim-
ulation is repeated 100 times. The distribution of points falling within the county under
investigation is then compared with the simulation runs. If there is a significantly low
number of points in the inner ring (investigated county) on no more than five of the
simulation runs, then there is (at least) a 95% chance that the low number of points in
the inner ring did not occur by chance.
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Figure 2 Creating a point surface from aggregated data.

2a Counties with a total number of points. 2b Randomly distributing the points.

2c Using a circular outer ring. 2d Using a projected-county-shape
outer ring.

2e Simulation run using a circular outer ring. 2f Simulation run using a projected county
shape.



Improvements

Although it has been stated that the presence of data holes should stimulate a search for
factors leading to their explanation, it is possible that some of these factors could be
considered in the initial analysis. During the simulation, certain terrain may be more
likely to accept a point than other terrain (e.g., suburban fringe compared to marsh-
land). Using GIS makes it possible to identify land cover and create a probability sur-
face of point acceptance. However, the question remains whether adding this
complexity to the initial analysis is more efficient than investigating the holes in a ho-
mogeneous surface.

It is also useful to repeat the analysis temporally to see if there are any changes in
the pattern. If the analysis identifies a county as a significant hole every year, then there
is a definite reason for that hole (a difference in terrain, a problem with local officials,
etc.). If a county is identified as a significant hole for only certain years, then terrain is
unlikely to be the cause. An even more disturbing result would be if there were a clear
temporal break point, with a series of normal years being replaced by a series of signif-
icant holes. This would suggest that something had changed in the reporting environ-
ment of the county.

The proximity filter is a relatively easy technique that can be performed using a PC-
based GIS. It enables a health official to investigate any point-data source for which the
presence of a hole is as important as that of a cluster. Although the example given here
is for animals submitted for rabies testing, any reportable disease with an environmen-
tal association (Lyme disease, histoplasmosis, etc.) could be investigated in the same
way.
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and Land Use Patterns
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Abstract

Geographic information systems (GIS) have been used in environmental
epidemiologic studies primarily for ecologic analyses. However, many public
health researchers are aware of the limitations of the ecologic study when com-
pared with cohort and case-control designs. This paper outlines an approach
to be used in a GIS-dependent, case-control analysis of cancer incidence and
land use patterns. The study base consists of residents in Jefferson County,
Alabama, a large metropolitan area with a population of approximately
650,000. Incident cases of three primary cancers (brain/central nervous sys-
tem, non-Hodgkin’s lymphoma, and pancreas) are identified through the
Alabama Statewide Cancer Registry. A static residential requirement of five
years is imposed on study subjects to estimate a minimal latency period for
neoplastic development and control for population mobility. Georeferencing
of cases and controls is anticipated to be highly accurate due to linkage with
tabular data and related digitized parcel coverages maintained by the county.
As with many GIS-based health studies, distance is a surrogate for exposure
and is assessed using buffers generated around residential parcels. Land use
characteristics are defined for every parcel in the county (approximately
290,000) and are divided into 16 classes ranging from agriculture and low-
density residential to heavy industrial and resource extraction (mining). This
study should describe the spatial distribution of these particular cancers in a
major metropolitan area as well as address the potential relationships between
environmental determinants and disease incidence.

Keywords: cancer, incidence, land use

Introduction

Cancer is a multifactorial disease frequently having etiologies of both environmental
and genetic influence. Because of the diverse nature of cancer and the variability of
anatomical characteristics exhibited by this disease, health researchers use many scales
of analysis. These differing scales range from the study of the disease at molecular and
cellular levels, to individual cases and large, population-based analyses. This variety of
approaches has been beneficial in understanding biological processes, risk factors, and
prevention efficacy as it relates to cancer morbidity and mortality.

Cancer has been recognized as a valuable indicator for environmentally related
health effects because there is a definable endpoint (1). Cancers affecting many anatom-
ical sites including bladder, blood, brain, kidney, liver, lung, prostate, and skin have
been associated with exposure to synthetic chemicals in the occupational setting (2). It
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is probable that a portion of the cancer burden also results from environmental (nonoc-
cupational) exposures. These may include effects from natural substances (sunlight,
radon), man-made influences (organic products of incomplete combustion), or a com-
bination of both (asbestos, metals, nitrates, fluorides, exogenous hormones).

Environmental pollutants and resulting adverse health effects have an inherent
spatial relationship. The distance from a contaminant source to a given population can
influence the magnitude of exposure. Therefore, one may infer that proximity to a
source may be a good predictor of the extent of adverse health effects attributable to
that source. A geographic information system (GIS) can be used to organize and ana-
lyze data in studies designed to consider distance and locational attributes.

Historically, studies using GIS have been descriptive in nature. They have also
tended to aggregate exposure/outcome into areas or groups (the ecologic analysis).
From an epidemiological perspective, case-control and cohort designs hold more prom-
ise in quantifying associations between exposure and disease. Therefore, researchers
using GIS should strive to incorporate location-specific measures for both exposure and
disease, avoiding data aggregation techniques. Using location-specific measures in-
creases study precision and validity. Accurate georeferencing of study subjects in-
creases precision by reducing random error. Validity is improved with accurate
exposure estimation because it increases the chance for correctly assessing cases or con-
trols (minimizing nondifferential misclassification). 

The purpose of this study is to describe the spatial variation of cancer incidence in
Jefferson County, Alabama, particularly as it relates to land use. It should be empha-
sized that the methods for defining disease incidence and environmental determinants
in this study are not based on an aggregate model. This manuscript describes the data
sets, study design, and rationale for research. Analysis is not complete so results are not
presented.

Data Sources/Descriptions

The three primary data sets being used in this study detail cancer incidence, residential
parcel history, and land use in Jefferson County. The sources for this information are de-
scribed below. The databases for parcel history and land use are already spatially refer-
enced and accessible via the Jefferson County Information Services network. The data
set for cancer incidence is spatially referenced through matching to the county’s master
address database and subsequent linkage with digitized parcel maps.

Cancer incidence data for Jefferson County are available from the Alabama
Statewide Cancer Registry (ASCR). The ASCR began data collection on January 1, 1996.
This data set is anticipated to be particularly complete for the study area because all of
the hospital-based registries in Jefferson County providing data to the ASCR existed
prior to the beginning of statewide data collection. There are approximately 500 com-
bined cases for the cancers (brain/central nervous system, non-Hodgkin’s lymphoma,
pancreas) and time period (1996–1997) under analysis. Case totals for each category of
cancer examined in this study are documented in Table 1.

The Office of Stormwater Management (OSWM) maintains the land use database.
The OSWM is a nonprofit public entity that deals with environmental compliance is-
sues pertaining to stormwater discharge in Jefferson County. It was created in response
to the National Pollution Discharge Elimination System (NPDES). The stormwater
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coverage used in this study was developed over a span of four years (1991–1994) by
Walter Schoel Engineering. Aerial photography and field-verified land use maps were
the primary sources for creating the coverage (3). The series of aerial photographs used
in this project were taken in 1990 for over 1,300 1-mile sections in the county. For regions
of the county experiencing heavy growth rates, personnel were sent into the field to vi-
sually verify documented patterns. The coverage classifies every parcel in the county
into one of 16 categories of land use. The magnitude of this database is immense, con-
sidering that Jefferson County is an area of over 1,120 square miles and there are ap-
proximately 290,000 individual parcels of land in the county ranging in size from small
residential plots (fractions of an acre) to large commercial and government-owned
properties (multiple acres/square miles). The NPDES data classify every parcel accord-
ing to the scheme outlined in Table 2.

The Jefferson County Tax Assessor database is used in the analysis for many func-
tions. This source details parcel information for the entire county and assists in enu-
merating the study base, georeferencing all study participants, and obtaining
residential parcel characteristics (zoning, length of ownership, property value). Specific
study restrictions have been applied during the query of the tax assessor database to
identify all “eligible” parcels within the county. These parameters and the rationale for
imposing them are discussed subsequently.

Methods

The data described above are being used in a cumulative incidence, case-control analy-
sis of cancer and land use patterns in Jefferson County. Cases are defined as primary
cancers occurring in Jefferson County that are identified through the ASCR for the pe-
riod of 1996 through 1997.

Study restrictions insure that cases are derived from the same cohort (the study
base) out of which controls are selected (4). These parameters are applied to the parcel
of land where subjects reside. Eligible parcels must meet the following restrictions:

• Should lie completely within the boundaries of Jefferson County
• Should be zoned for residential use
• Cannot have a deed date (transaction) during the period 1992–1997
• Must have homestead status

For obvious reasons, a study subject’s residential parcel must fall within the county
boundaries. If this condition is not met, then that individual is not considered to be a
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Table 1 Cancer Cases by Anatomical Site, Jefferson County, AL, 1996–1997

Number of Cancer Cases

Anatomical Site 1996 1997

Brain/central nervous system 46 34

Non-Hodgkin’s lymphoma 129 118

Pancreas 80 84



resident of Jefferson County. Study subjects include only Jefferson County residents be-
cause the tax assessor database, digitized parcel maps, and land use coverage are all
limited to this region.

All participants must live on a parcel zoned for residential use. This restriction is
imposed to enumerate a control population more precisely. By eliminating all parcels of
land used for commercial, industrial, government, and other nonresidential purposes,
the remaining set should constitute a viable group of parcels where people actually live.

Eligible parcels cannot have a deed date between 1992 and 1997. Deed dates within
the tax assessor database indicate a parcel transaction. By imposing this restriction, all
members of the study base should have lived at their current residence for a minimum
of five years. The five-year period is chosen arbitrarily but provides an estimate for
static residential populations. This residential exclusion period serves many purposes.
It provides more plausibility to the study design by establishing a minimal latency pe-
riod for initiation and progression of neoplastic growth to diagnostic levels. Five years
is an extremely short latency period, but extending this to 10, 15, or even 20 years would
severely compromise the size of the study population. The five-year exclusion also as-
sists in controlling for population mobility, an important consideration when studying
locational attributes of disease status within urban areas. This is particularly true for
urban residents in the US because they exhibit some of the highest levels of mobility for
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Table 2 Land Use Categories, Jefferson County, AL, 1991

Percentage of Area
Database Number of within Jefferson 
Coding Field Description Polygonsa County

AG Agriculture 960 6.3%
CH Heavy commercial 117 0.6%
CL Light commercial 661 0.3%
CU Urbanized commercial 252 0.7%
HW Highway 9 1.3%
IH Heavy industrial 342 1.7%
IL Light industrial 617 1.2%
INST Institutional (schools, churches) 1,247 1.3%
OS Open space (parks, recreational areas, 142 1.0%

greenways)
RE Resource extraction (mining) 457 1.9%
RH High-density residential 864 3.4%
RL Low-density residential 1,137 4.9%
RM Moderate-density residential 1,091 9.2%
RT Mobile home parks 128 0.1%
U Undeveloped 1,698 64.6%

W Water 398 1.4%

a  The number of polygons per land use category does not correspond with the number of parcels for each re-
spective group. Adjoining parcels with the same land use coding have been concatenated into one polygon
using the dissolve function in ARC/INFO.



any industrialized nation. The main limitation in imposing the five-year residential re-
quirement is that it will decrease study precision (power) by eliminating cases that do
not meet this parameter.

The exclusion of parcels without homestead status will eliminate potential cohort
members who rent their residence. The exclusion of renters is necessary because it is
virtually impossible to follow their residential history with the county records used in
this study. Renters are a more mobile population and many would probably not meet
the five-year static residential requirement. Imposing this parameter increases study va-
lidity because it strengthens the definition of the study base by minimizing selection
bias. However, it also decreases precision because some cases will be excluded from the
analysis. 

The time frame under analysis in this study is used for many reasons. Case infor-
mation from the ASCR is available only for this span. Also, this period corresponds well
with potential exposure to the 1991 land use coverage combined with the five-year
static residential requirement. In other words, all study subjects identified during the
1996–1997 time frame must have lived at their current residence since 1991/1992, ap-
proximately the same period during which the land use audit (exposure assessment)
was conducted.

The processes for georeferencing cases and controls differ slightly. They are both
linked to their residential parcel via digitized parcel maps. However, controls are ini-
tially defined by querying the tax assessor database for “eligible” parcels, while cases
are provided by ASCR. Because all eligible controls are identified and accurately geo-
referenced by querying the tax assessor database, there is no need for matching address
fields. If a parcel meets all the study restrictions, then it is selected along with the spa-
tial references documented in the digitized parcel coverage. Cases, however, are geo-
referenced by matching street addresses documented in the ASCR database to the
county’s master address database, with subsequent linkage to digitized parcel maps.
The matching of text-based address fields between databases is more cumbersome and
problematic.

Once all study subjects are georeferenced, exposure is assessed by generating con-
centric buffers of predefined size around each parcel polygon label point and aggregat-
ing land use characteristics found therein. Because distance is a surrogate for exposure,
varying buffer sizes will assist in dose-response and trend analyses. Buffering around
points instead of parcel boundaries insures that the area encompassed by buffers using
the same predefined diameter will not vary. If boundaries (polygons) of residential
parcels were used to determine buffering dimensions, the buffered regions would vary
in size corresponding with parcel size. They would also take on heterogeneous shapes.
These factors may produce “spatial” confounding.

Discussion

Health outcome data are often georeferenced to areal units such as state, county, mu-
nicipality, zip code, or census tract. They are infrequently assigned a point value even
though this provides a much more accurate, non-aggregate, locational description. This
practice stems from the fact that most health outcome datasets include either informa-
tion on an areal unit or have a data element that can be easily related to a region.

The method of georeferencing used in this analysis is anticipated to be highly
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accurate compared with typical procedures involving linkage with street address
ranges. The US Census Bureau’s TIGER/Line files provide a common means for match-
ing a list of addresses to street segments and their respective address ranges. However,
the use of address ranges can be problematic. Most address matching programs allocate
addresses at evenly spaced intervals along a street line segment, recessed off the street
by a predefined value. An apartment complex located at one end of a street may ac-
count for the majority of addresses on that segment, yet addresses will be allocated at
equal intervals along the entire path. With the method for georeferencing used in this
analysis, study subjects will be linked directly to the parcel of land where their resi-
dence is located. This will eliminate the erroneous assumption of evenly spaced, single-
dwelling residences.

Conclusion

Geographic information systems are being integrated into many of today’s information
management sectors. GIS is already an important component of earth sciences. This
growth will eventually have a substantial impact on the collection, management, and
analysis of health outcome data. GIS provides environmental health researchers with the
ability to combine data from population-based cancer registries and environmental haz-
ard assessments. For cancers in which environmental exposures are potential risk factors,
it will mature as a more useful analytical tool. Public health is beginning to witness the
use of GIS in many facets, although this is not always published in the standard epi-
demiologic and environmental health literature (5,6,7). This growth should continue, as
information technologies become an increasingly important part of our society.
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Abstract

With the advent of address matching, line and band transects can be used
to take useful random samples of homes, workplaces, or other such objects in
an area. In this study of power lines and cancers in a part of North Carolina,
we created band transects by adding buffers to each side of a line transect. The
band transects were used to sample homes of cancer victims in order to esti-
mate the density of new cases within a fixed geographic region. The entire set
of new cases over one year defines the sampling frame. Trunk power lines
were the assumed hazard. Therefore, the band transects were modified by re-
moving a center strip representing the rights of way of the power lines. The in-
tersections of addresses of cancer victims with buffer zones outside the rights
of way created a null distribution of cancer densities within the study area.
The power line rights of way, with buffers added to each side, were then in-
tersected with the frame of addresses to provide a sample of affected persons.
This paper presents four major conclusions of the study. First, the distributions
of the numbers of cancer cases were very well modeled by Poisson distribu-
tions. Second, 40-meter-wide buffers were more efficient at capturing cases
than were those 20 and 70 meters wide. Third, the density of cancer cases
within the buffers of power lines was approximately half that within the ran-
domly created band transects. Finally, a case is made for the continued devel-
opment of this methodology. From this experience was born the concept of
“the shadow of the hazard,” an appropriately shaped quadrat that represents
a hazard’s area of influence and can be used to sample the affected and unaf-
fected portions of a population.

Keywords: linear hazards, cancer, spatial statistics, sampling, prevalence

The Line Transect Method

Background

The line transect and its extension, the band transect, are normally used to estimate D,
the population density of wildlife in an area. (D is the number of subjects per unit area.)
The technique’s application consists of walking a straight path of random or fixed
length, L, through the region of interest. The observer records the number of subjects
identified and their estimated right angle distances, y, from the line transect when first
observed. This method of sampling is well documented (1–8). Let the function
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g(y)=P(observing an object|y) (1). It is assumed that g(0)=1, and g(∞)=0. That is, a sub-
ject exactly on the line is seen with probability equal to 1, and at great distances it will
not be seen at all. During the traverse, n subjects will be seen at distances Yi, i=1, . . . , n.
Let f(y) denote the probability density function of Y.

Estimation of the Density of Cancer Cases Using the Line Transect Method
Let the object being observed be the residence of a cancer victim. Let g(y) and f(y) be de-
fined as above. D, instead of the number of wildlife subjects, is the number of cancer
cases per unit area. Consider a random line of length L with a fixed observation width
W within a study area. The band has width 2W, length L, area 2LW, and a number n of

cases within it. The estimate of D is given by where In this

application, g(y)=1 for all y, and 0 ≤ y ≤W, because every cancer case within a band will
be detected and counted with certainty. Using a geographic information system (GIS),
precise coordinates of the home of each cancer case are encoded. Thus, the estimate of

cancer case density is which is simply the count divided by the area of

the band transect.

Statistical Properties of the Estimate of D
In typical transect studies, replicate random lines are created over the entire study area.
Let there be R replicate random lines with lengths hi, with respective counts ni, where
i=1, 2, . . . , R. The estimate of D can be calculated as above for each individual transect

or as  where the summations are over the R replicates. This estimate is

the maximum likelihood estimate of (3). We will estimate the variance of D directly
using replicate transects and also using the ever-popular jackknife.

Spatial Analysis of Disease and Environmental Hazards

Here we are interested in describing and analyzing disease patterns in physical space,
defined, for example, by longitude and latitude or their transformations of location and
scale. As an example, many epidemiological studies have focused on residential expo-
sures to electromagnetic fields created by the passage of electrical currents through
power lines (9–16). Residential proximity to environmental factors, presumed to be haz-
ards, has been central to some of those studies. In the same studies, moreover, maps
showing power lines near homes—or, for other hazards, similarly indicative maps
showing residential proximities to the presumed hazards—were sufficient to indicate
exposure to environmental hazards.

It is therefore beneficial for the inquiry into the effects of distance between poten-
tial environmental hazards and cancer occurrence to capitalize on the advances in GIS
technology. This study demonstrates the application of the line transect method, by
way of GIS, to this inquiry, the purpose of which is to estimate the densities of cancer
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cases within proximities of linear objects. The linear objects in our study were the elec-
trical trunk lines serving a large city, Charlotte, North Carolina.

Background on Geographic Information Systems

A GIS is any manual or computer-based set of procedures used to store and manipulate
geographically referenced data (17). A GIS should be capable of data input, data man-
agement, and manipulation and analysis of geographically referenced data. A distinc-
tion should be made between cartographic systems and GIS. The main function of a
cartographic system is to store maps in automated form and generate computer-based
maps. A GIS should have additional capabilities—it should be able to integrate layers
of geographically referenced data, perform analysis on these layers of data, and predict
or evaluate spatial relationships and outcome phenomena. A GIS layer is a set of data
with geographic references compatible in scale and location with cartographic features
stored and manipulated by the GIS. Layers include, but are not limited to, spatial at-
tributes such as longitude and latitude, area, length, use, population within polygons
(e.g., city blocks), or boundary designations. Layers can also include population densi-
ties, socioeconomic status variables, census information, or personal information to-
gether with the coordinates of the place where a person lives or works. The ability to
explore the interactions or interrelationships between geographical variables and geo-
graphically referenced other variables makes GIS potentially a very powerful tool for
geographic analysis.

The area of geographic health information systems is an emerging area of GIS ap-
plications. GIS has been used for the planning and delivery of health services (18).
Gisler (19) cited the use of GIS for assessing environmental risks as one of the future re-
search directions of spatial analysis of diseases. GIS facilitates the application of spatial
techniques in generating hypotheses about environmental hazards and cancer risks.
Furthermore, GIS provides an initial impression of the relationship between cancer
cases and potential environmental hazards—a starting point from which to analyze
data from typical state cancer registries and surveillance programs.

Materials and Methods

Sample

The line transect method of sampling and ARC/INFO (20), a GIS, were applied to data
from Mecklenburg County, North Carolina. This study was limited to the area covered
by the Dual Independent Map Encoding (DIME) files. These datasets, called coverages,
included digitized spatially related data on homes of cancer victims, roads, streams,
power lines, census tracts, and street addresses. Each coverage has a corresponding at-
tribute table that describes the geographic features within the area. The US Census
Bureau’s TIGER/Line files (21) were used to create the coverages. TIGER files provide
digital data on all census geographic boundaries, codes, longitude and latitude coordi-
nates, feature names, addresses, and zip codes. Mecklenburg County was divided into
sub-areas, and only the sub-areas defined by the DIME files were investigated. This en-
sured address matching of all cancer cases. The North Carolina Central Cancer
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Registry’s population-based cancer incidence database for 1990 supplied the incidence
data on cancer for this study (22,23).

ARC/INFO was used to perform a cross-sectional geographic analysis by integrat-
ing these coverages. Addresses of newly diagnosed cancer cases for 1990 were repre-
sented as points, roads and power lines as arcs, and census tracts as polygons. To
perform spatial analysis, ARC/INFO was used to create random transects across the
county, create buffers of specified widths around the transects, overlay the resulting
buffered transects with other coverages such as cancer case coverage or census tract
coverage, and calculate such measures as the number of cancer cases within the tran-
sect and the total area of the band transects created from the line transects and their re-
spective buffers.

Spatial Sampling Procedures
The geographic area considered in this study is the DIME area of Mecklenburg County,
North Carolina. The population under investigation is the newly diagnosed cancer
cases for 1990 who live within that DIME area. The cancer cases are represented as
points whose longitude and latitude coordinates locate them within the area. Those
cancer case points constitute the cancer case coverage or layer, along with an attribute
table associated with them. That attribute table contained ID, RACE, AGE, GENDER,
ZIPCODE, ADDRESS, CENSUS TRACT, and ICDOCODE (type of cancer). An address
coverage was used to create the cancer case coverage. Within it were stored addresses
and corresponding IDs. Address matching was used to obtain the coordinates for each
cancer case address. Another coverage was composed of the census tracts and their as-
sociated polygon attribute table. This attribute table included data on census tract
number, census tract ID, and population size.

Line transects with their respective buffers were the sampling units. A simple ran-
dom sample of lines throughout the entire county was drawn. This was done by creat-
ing a random number of random point pairs [(x1, y1), (x2, y2)] using a random number
generator. The resulting data were read into ARC/INFO. Using the program’s GEN-
ERATE command, line segments were drawn between the pairs of points. Those seg-
ments were considered to be one replicate. This process was repeated 10 times, so 10
replicates were drawn. Each replicate consisted of, at most, 20 line transects.

The lengths of the transects were calculated and a 30-meter corridor was drawn
around each. These corridors represented the rights of way beneath the power lines,
where there could be no houses. Beyond the corridors, buffers were created of widths
20, 40, and 70 meters. These buffers of varying width acted as surrogates for exposure
to electromagnetic fields. The resulting coverage of transects and buffers was overlaid
on the cancer case coverage. The cancer cases denoted as points within the buffered
transects were elements within the sampling units. Note that the lengths of the transects
differed, and many transects intersected one another.

Transects from a single replicate were pooled to provide an estimate of the density
of cancer cases. Ten estimates of the density of cancer cases were calculated, one for
each of the ten replicates. From these an empirical distribution of the density could be
calculated and then used to calculate an overall estimate, D0. The next step was to cre-
ate line transects using a geographic feature in the environment. The high-power elec-
trical trunk lines were the linear feature of choice. The entire segment of the trunk lines
feeding the greater Charlotte area within the Mecklenburg County DIME area was
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considered a single transect. Using the same procedure that was used for the random
line transects, a single estimate of the density of cancer cases was calculated. A test of
equality between the density of cancer cases along the random transects and the den-
sity along the power line transect was carried out. In both cases, the number of cases
found by the buffers followed a Poisson probability mass function with a mean of
2LWD, and under H0, D0 is substituted for D (1). Denoting Dp as the density near the
power lines, np was the Poisson test statistic with mean (parameter) �0=2WLpD0. That is,
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Figure 1 Population density by census tract, DIME file area of Mecklenburg County, North
Carolina.



The p-values were calculated using the minimum likelihood method (24). The above
procedure was done for W=20, 40, and 70 meters.

Results

Estimation of Cancer Density Using Random Line Transects
The final coverages used in the analysis include the census tracts (Figure 1), the high-
power transmission lines (Figure 2), and the roads (Figure 3), all within the DIME area.
The result of address matching is shown in Figure 4.

Each replicate, consisting of many line transects, formed a new coverage. For each
replicate, a new analysis was done as follows. The coverage was clipped to fit within
the boundary of the DIME area. Right-of-way corridors of 30 meters were drawn
around the line transects (Figure 5), and buffers of 20, 40, or 70 meters were drawn out-
side the corridors (Figure 6). The corridors were then erased and the new buffered cov-
erage was overlaid on the cancer case coverage (Figure 7).

The areas of the buffers and the numbers of cancer cases within them were
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Figure 2 High-power transmission lines, DIME area of Mecklenburg County, North Carolina.
Source: (21)



calculated using ARC/INFO. Note that the buffers are not entirely rectangular, and
their areas are therefore not exactly 2LW. ARC/INFO calculates the areas accurately,
taking into account the rounded or otherwise altered ends of the buffers.

The first analysis was done for a buffer 20 meters wide, and the results of the den-
sity estimates for that and the two other buffer widths were stored in a table (Table 1).
These 10 replicates provide an empirical distribution of cancer cases within the buffered
transects. The combined estimates of D0, shown in Table 2, are 1.72, 1.77, and 1.63 cases
per square kilometer, respectively, for buffers 20, 40, and 70 meters wide. Table 2 also
shows estimates of the variances of the estimates of cancer densities.

Estimates of Cancer Density Using Power Transmission Lines

The null hypothesis of D0=Dp versus not equal was tested for each of the buffer widths;
the corresponding p-values are given in Table 3. The several Dp shown in Table 4 were
compared with their respective D0 counterparts of Table 2. The p-values in each case
gave no evidence to support a conclusion that Dp and D0 were different.

At least for this study, which is not an epidemiological investigation, there is no
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Figure 3 Roads coverage, DIME area of Mecklenburg County, North Carolina.
Source: (21)



evidence to implicate trunk power lines as a source of cancer formation. This will be ad-
dressed again in the discussion.

Discussion

The line transect method has not been previously applied to spatial analysis of health
data, at least to the knowledge of these writers. This study’s goal was to demonstrate
the plausibility of the method’s use in estimating cancer case density. This we have
done. The densities of cancer cases near supposed hazards provide evidence to suggest
further studies of situations in which the densities are higher than those in the non-
exposed portions of the population. The methodology used in this study, however, does
need refining.

GIS goes hand-in-glove with analyses of this type. Aside from making it possible to
overlay various layers on a base map, GIS enables users to manipulate and analyze spa-
tially indexed data. In this study, for example, GIS made it possible to generate random
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Figure 4 1990 cancer cases, DIME area of Mecklenburg County, North Carolina.
Source: (22,23)



lines within a well-defined geographic area, remove corridors, add buffers outside the
corridors, and overlay and intersect the point pattern of cancer cases with the transects,
thereby providing estimates of cancer case densities.

Many insights can be garnered by applying GIS to such data. First, many existing
surveillance programs could expand their reporting procedures to include such char-
acteristics as occupations, industries, and time spent at home, at work, and in transit.
The ability of GIS to integrate non-spatial data increases our ability to perform ecolog-
ical analyses on human health data.

It should be pointed out again that this study was limited to hazards of a linear
form such as power lines. The buffers outside linear hazards we call “shadows of the
hazard.” This idea and name can be generalized to hazards of varying geometries and
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Figure 5 Random line transect with 30-meter corridor.



sizes. Wind roses, for example, are shadows of the hazard of exhaust gases emitted to
the atmosphere. A “cookie cutter” could be created from a wind rose with its core—
which represents the hazard area itself—omitted. Randomly placed quadrats (the cookie
cutter) would be used to sample areas and obtain densities, as we have done here with
linear band transects with their cores (power line rights of way, in our case) removed. 

Finally, it should be noted that we did not discriminate by cancer type, and popu-
lation densities in the various census tracts were not taken into consideration. Now that
our method has been demonstrated, you can improve on it at least in these two ways.
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Figure 6 Random line transect with 70-meter buffer around 30-meter corridor.
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Figure 7 Random line transects and cancer cases within 70-meter buffers.

Table 1 Estimates of Cancer Case Density for Random Line Transects Using 20-, 40-, and
70-Meter Buffers

Density Estimates per Square Kilometer

Replicate 20-Meter Buffer 40-Meter Buffer 70-Meter Buffer

1 2.00 2.42 1.89

2 1.75 1.57 1.60

3 2.37 2.78 1.68

4 1.33 1.73 1.83

5 0.98 1.16 1.13

6 0.93 1.60 1.42

7 2.86 1.86 1.71

8 1.55 1.42 1.40

9 1.45 1.54 1.97

10 1.77 1.85 1.91
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Abstract

Data used for spatial analysis of health research are available from several
sources and in a variety of formats. Geographic boundaries used to define
these datasets are not consistent, which results in problems with data presen-
tation. A consistent and appropriate geographic segmentation of a region is
necessary to reveal geographic patterns and ensure that their implied rela-
tionships are real and not a result of boundary placement. Cartographic liter-
ature provides limited assistance to the researcher attempting to manage these
difficulties effectively. Inconsistencies in the literature and discussions of map-
ping technique limitations force the researcher to deal with these issues on a
case-by-case basis. This paper outlines a variety of cartographic techniques
and discusses methods of presenting spatial data used by Alberta Health,
Surveillance Branch.

Keywords: mapping techniques, geographic boundaries, Alberta Health,
Canada

Introduction

The mission of the Government of Alberta’s Department of Health (Canada) is to pro-
tect, maintain, restore, and enhance the health of Albertans. To achieve this, the
Surveillance Branch of Alberta Health is implementing geographic information sys-
tems (GIS). GIS enable researchers to examine health data from a spatial perspective.
The use of GIS in epidemiology research has recently received much attention in re-
search literature and from agencies responsible for the epidemiological research, and has
been well documented by Clarke et al. (1). GIS can help researchers describe the spa-
tial perspective of disease, but this must be done using a consistent spatial foundation.

Researchers at Alberta Health, Surveillance Branch, have examined the temporal-
spatial patterns of health events and the possible determinants for these patterns. As a
result of this work, researchers have become aware of the problems associated with
data collection and issues of replication of results. The following sections outline the
concerns related to geographic boundaries used in spatial analysis, and a method is
presented to overcome data collection and replication concerns.

Health Data and Boundaries

The two main issues confronting GIS research as applied to epidemiology are incon-
sistent geographic boundaries and the size of mapping units. Locating and assigning
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individuals into geographic units is essential in the use of GIS in epidemiological re-
search. Ideally, for spatial analysis, all individuals are linked to a fixed geographic lo-
cation. The movement of individuals from this fixed location is tracked. (To ensure
client confidentiality, the health data collected by an agency are only made available in
an amalgamated format.) Aggregated data vary depending on how and why the data
are collected. Boundaries assigned to geographic areas by research agencies are not con-
sistent; therefore, the grouping of individuals into geographic units varies among agen-
cies. For example, Statistics Canada uses census boundaries, while Alberta Health uses
Regional Health Authority (RHA) boundaries.

Local spatial variations within a larger mapping unit are often masked due to data
collection methods. For example, rural census subdivisions in the northern portion of
the province are very large. Regional variations are expected within these areas, but the
variations are not visible because information for the areas is amalgamated. The use of
smaller data boundaries reduces this effect.

To examine the challenges associated with spatial analysis of health data in the
Alberta context, it is necessary to consider the different kinds of boundaries Alberta
Health could use in GIS research.

County
Counties are not as important in Canada as they are in the United States. The county is
a logical spatial unit in the United States, but in Canada, health provision is organized
according to other boundaries described below. It is quite difficult to obtain health data
at the county level, so the county is not a recommended land unit for GIS use.
Additionally, county boundaries in many provinces, including Alberta, are subject to
change, as are their equivalents—municipal districts, improvement districts, special
areas, etc.

Regional Health Authorities
The province of Alberta is divided into 17 RHAs. Spatial analysis of this geographic
unit is relatively simple because most medical data are organized by RHA. RHA re-
gions often encompass large areas, though; because regional differences within an RHA
are not visible at this level of aggregation, detail is lost.

Census-Related Boundaries
Figure 1 shows four census-related boundaries—census divisions (CDs), consolidated
census subdivisions (CCSDs), census subdivisions (CSDs), and enumeration areas
(EAs)—and illustrates their hierarchy.

Census Divisions
CDs, as outlined by Statistics Canada, provide a level of aggregation similar to that of
RHAs. As with RHAs, most needed medical data can be obtained at this level, but
working at this level creates similar challenges to those encountered when using RHAs.
CDs are suitable for census data (because they represent aggregations of the smaller
census-related areas), but not for tracking health events.

Census Subdivisions
A division of the CDs into smaller units has resulted in the CSDs. The more than 400

412 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



CSDs in the province correspond to the municipal political boundaries, including coun-
ties, improvement districts, municipal districts, special areas, cities, towns, national
parks, and reserves. Regional differences are more apparent when this level of aggre-
gation is used. Unfortunately, many of the CSDs are very small and prove a challenge
to cartographers who wish to use visual patterns to differentiate CSDs according to a
health variable. If a pattern (e.g., crosshatching, shading) is applied to each CSD ac-
cording to a health variable, many of the smaller units (such as towns or small cities)
are not visible on a map of reasonable dimension. Many of these spatial units are not
visible even when the page size for the map of the province is set to “E” size (34" by 44",
the largest paper size most plotters can use).

Because CSDs represent legal entities, populations range from over 600,000 for the
larger urban centers to under 100 for some native reserves and villages. It is difficult to
create a comparable set of statistics for the entire province based on such variation. The
larger urban centers cannot be subdivided to examine patterns in regions of the city;
meanwhile, a single case can change the mortality or morbidity rate in a smaller com-
munity from a “No Cases” category to the highest category.

Consolidated Census Subdivisions
CCSDs, created by Statistics Canada, are amalgamations of CSDs. There are over 70
CCSDs in Alberta. Each consists of a rural envelope—counties, improvement districts,
municipal districts, and special areas—and the amalgamation of all cities, towns, vil-
lages, and reserves within it. (All populations within a CCSD are added together to cre-
ate larger populations and mapping regions.) Health data can be obtained at this level
by using a CSD-to-CCSD lookup file and adding together all the necessary components.
This level of detail is a good compromise between the RHA and CSD levels, especially
when mapping incidence of rare diseases. CCSD boundaries make some regional vari-
ations evident, but some of the differences between urban and surrounding rural areas
are lost.

Enumeration Areas
Each EA is an agglomeration of approximately 800 individuals, and represents the
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Figure 1 Summary of census boundaries.
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region canvassed by a single census taker. Rural areas remain quite large when divided
according to this scheme, especially in northern Alberta, where population densities are
lower. Urban areas are subdivided into many smaller areas; the small size of these units
makes this set of boundaries unsuited to traditional mapping techniques, although EAs
are used to show detail in one small region. EA-level mapping is most often used for
marketing, in which a city is divided into socioeconomic areas and categorized for po-
tential sales. Many health data are not always available at the EA level, and therefore
EA mapping is not recommended on a province-wide basis.

Postal Codes
Postal codes are also used to determine the location of a group of individuals. Locations
of postal codes can be estimated as points. Medical data can be obtained at this level of
aggregation because the mailing address of each Alberta resident is stored as part of
Alberta Health’s registration data. Postal code populations can be obtained from the
same source. Some postal codes share the same geographic location because they are
based at the same post office.

There are more postal codes in urban areas than in rural areas. This makes it possi-
ble to analyze regions of an urban center for differences. For example, an outbreak of
giardiasis can be examined as it relates to the location of a specific water-processing
plant. Such specificity is useful to an RHA or for a particular study that examines a dis-
ease or a geographic region in detail. The postal code technique is also useful in map-
ping rural areas. While rural areas defined as postal code regions may be large, they are
smaller than rural areas defined by the previously described geographic boundaries.

Postal code areas are inferred using the locations of the post offices, but there are no
digital files available that store the geographic boundaries for each postal code. When
possible, overlapping postal codes are moved to create unique boundaries for each. The
postal codes and populations are pooled together when moving these points is impos-
sible. The urban areas—considered to be those regions served by a postal code not start-
ing with “T0”—are examined at the 3-digit postal code (also known as forward
sortation area) level. All data for these non-T0 postal codes are amalgamated, and the
average geographic location is calculated. (There are some urban areas that are served
by T0 postal codes, notably Drumheller and Rocky Mountain House.) The amalgama-
tion of urban postal codes to 3 digits, in conjunction with all 6-digit rural postal codes,
results in over 800 regions. Some rural postal codes may themselves be amalgamated to
create geographic units with larger minimum populations. Amalgamations of rural and
urban postal codes, as described, have been given the name “consolidated postal
codes.”

Findings

Based on these findings, the use of CSDs for health surveillance purposes is not recom-
mended in the province of Alberta. Using RHA, CCSD, or CD boundaries results in
large regions, in which local detail may not be visible. More importantly, the boundaries
of all these regions change on a regular basis. Surveillance requires a consistent spatial
base, so none of these boundaries are suitable.

Postal code data—and especially consolidated postal code data—are far better
suited to this task in the province of Alberta because the numerator and denominator
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are obtained from the stakeholders registration database.1 The Personal Health Number
(the number identifying each person in the database) is then used to link cases to this
file. A constant geographic structure facilitates long-term surveillance research, but
postal codes are always changing as old postal codes are retired and new ones are
added. Disease surfaces created from these data may reflect changes that are the conse-
quence of changes in postal codes, not significant changes in the data.

Clearly, an alternative method must be devised to enable researchers to effectively
manage the problems described in this section (Table 1). Using latitude/longitude
(lat/lon) blocks provides an innovative solution to these spatial issues.

Latitude/Longitude Blocks

Lat/lon blocks were devised in order to overcome the challenges associated with the
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Table 1 Advantages and Disadvantages of Different Regional Boundary Types Used in GIS
Analysis

Technique Advantages Disadvantages Result

County Similar unit used in the Data are not available Not usable
United States. at this level.

Regional Health Data are available at this Boundaries change Used to report province-
Authority (RHA) level. Rates are frequently. Regional level data for public

somewhat stable. differences within reports
Decisions are made at RHAs are not visible. 
the RHA level. Urban and rural data 

are mixed.

Census division Stable rates. Boundaries change. Not usable
Local variation not 
visible.

Census subdivision Population data are Stability of rates is  Not usable
readily available. questionable because 
Regional differences are large populations may 
apparent. Data be compared with small
collection geography populations.
does not match these 
boundaries.

Consolidated census Data are readily Difference between Limited use
subdivision available. urban and rural 

communities is lost.

Enumeration area Smaller, more Changes frequently. Not usable
comparable populations. Size of EAs varies.

Postal code Data collection is based Changes frequently. Limited use
on these boundaries.

1 In Alberta, every person who wishes to receive health services must make monthly payments into the
health plan. The stakeholders registration database exists to keep track of every person who makes these
payments. The database also contains records of every health service; the action taken, diagnosis, etc., are as-
signed unique codes. For invoicing purposes, the database also contains a mailing address for each person
who receives health services. The postal code information for each health event can be retrieved from this
database.



techniques listed above. The northern, southern, and eastern boundaries of Alberta, as
well as half of the western boundary, are formed by latitude and longitude lines (60º N,
49º N, 110º W, and 120º W, respectively). All political boundary lines are liable to change
over time, but the framework that is used to describe their location (i.e., the geographic
coordinate system) is not. This means that long-term surveillance can continue regard-
less of changes in boundaries.

Blocks based on the Universal Transverse Mercator (UTM) grid have been used to
define consistent geographic regions to collect data. Many bird atlases use these blocks
as a foundation, guaranteeing that any changes in the avian populations are real, not
based on changes in boundaries. The Atlas of Breeding Birds of Alberta (2) and others have
used this method. The challenge that arises with the use of UTM blocks is that blocks
in which two UTM zones join become triangular, and therefore are not of the same size,
meaning that populations may become too small. This may also present a cartographic
problem: ensuring that the smaller blocks are visible.

Blocks generated using latitude and longitude lines may be a better choice for pub-
lic health purposes. Although the blocks become smaller as latitude increases, these
changes are predictable and measurable and are not as dramatic as those experienced
with the UTM blocks. These lat/lon blocks can be set at any size, based on the popula-
tion distribution characteristics of the region and also based on the number of cases as-
sociated with the health event under consideration.

The case and population structure information from each block’s corresponding
postal codes are used to amalgamate and display needed information. This ensures the
protection of the confidential information. Because it creates blocks with larger popula-
tions, amalgamating information also makes it possible to calculate rates with more re-
liability and statistical confidence.

A number of diseases have been mapped using 1×2 lat/lon degree blocks—blocks
of 1º latitude by 2º longitude. This technique is very effective because 1×2 lat/lon blocks
are small enough to allow visual identification of regional patterns, but large enough to
ensure large enough populations to allow accurate calculation of rates (Figure 2). Two-
by-two (2×2) lat/lon degree blocks have been used to map diseases that affect smaller
populations (Figure 3). Smaller grids (Figures 4 and 5) and variable-size grids (grids
that are smaller in densely populated areas and larger in other areas) have been tested
on some diseases, but the 1×2 and 2×2 grids are well suited for the province. It would
be easy to use smaller grid units if necessary. It would also be easy to extend the same
system to other regions. This method will be used in the pilot of a national surveillance
system for Canada.

The method has also proven effective in mapping potential determinant data.
Socioeconomic information is available from Statistics Canada, presented using any of
the boundaries listed above. It is often difficult to examine data presented in a spatial
format in context of health data that use other boundaries, but the EAs are small
enough that the data can be aggregated to the same lat/lon blocks as the health data.
The resulting maps can be readily compared at a glance (Figure 6). Environmental data
are often more difficult to examine because the density of data collection can vary vastly
from region to region. Data on each water well data in the province, for example, can
be obtained from the provincial government, but in examining this information it is dif-
ficult to discern any patterns that may have an influence on human health. One solu-
tion to this problem is showing the total number of wells as a graduated circle, while

416 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



showing the proportion of wells that exceed national guidelines for a particular element
as a pie sector (Figure 7). It is possible, then, to identify at a glance those areas that have
large numbers of wells that exceed guidelines, and the reporting boundaries are identi-
cal to those used to map a potentially related health event. This method also makes it
possible to ensure that confidentiality is maintained for health data as well as potential
determinants.

The lat/lon blocks are an excellent vehicle for surveillance and for identifying re-
gions in which a series of health events occur more often than is normal. The technique
is not as well suited to analyzing smaller regional patterns. The size of the blocks can
be decreased, but this can generate errors, because the allocation of a postal code to a
block has greater repercussions when the population of each of these blocks is smaller.
The small blocks will be very useful when health data can be obtained that are more
precise than postal code-level data.

Conclusion

GIS is a useful tool within the field of epidemiology, but software and training costs
often prevent successful implementation, as does access to base data. The researcher
must be aware of the challenges associated with using various spatial units. The dis-
cussion above outlines a method developed at Alberta Health Surveillance for present-
ing and analyzing health and determinant data from a spatial perspective. This method
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Figure 2 1×2 grid. Figure 3 2×2 grid.



is well suited to examining provincial data from a long-term surveillance effort. (The
examination above of other possibly suitable boundaries provides a context for the cre-
ation of this method.)

The use of lat/lon blocks is recommended in jurisdictions where data to be com-
pared are collected using different boundaries. The method is also well suited for juris-
dictions in which limited budgets have not allowed the development of spatial health
analysis, because much of the work can be performed without access to GIS tools. Block
membership can be obtained from the lat/lon coordinates of any point; maps can be
generated by filling in the colors in each block using the graphics editing capabilities of
any current word processor; and the bubble chart option in many spreadsheet pro-
grams is able to generate simple pie chart maps.

The method demands few resources, provides a consistent geographic structure,
simplifies comparisons among datasets collected by different agencies, and provides a
means of examining issues that cross political boundaries. For these reasons, the use of
the lat/lon block method is recommended.
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Figure 7 Water contamination summarized to lat/lon.
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Abstract

The objective of this research project is to assess risk for diarrheal disease
in rural Bangladesh by analyzing the complex and dynamic interaction of bi-
ological, socioeconomic, cultural/behavioral, and environmental factors over
time and space. Risk factors of cholera and non-cholera watery diarrheal dis-
ease are calculated to compare the relative importance of risk for several inde-
pendent variables. Diarrheal disease data were collected for people who were
hospitalized at the International Centre for Diarrhoeal Disease Research
(ICDDR) hospital (Matlab, Bangladesh) from January 1, 1992, to December 31,
1994. Using laboratory and hospital records, cases were assigned to one of two
diarrhea disease categories (cholera or non-cholera watery diarrhea) that were
used as dependent variables in the analysis stage of the research. Age-matched
individuals were randomly chosen from the community to be controls.
Information was collected for independent variables that were hypothesized
to be related to watery diarrhea. This information was collected by adminis-
tering questionnaires, obtaining secondary data from the ICDDR’s demo-
graphic surveillance system records and community health worker record
books, and calculating variables using a geographic information system data-
base. Sanitation and water availability and use are extremely important in the
effort to reduce secondary transmission of cholera and non-cholera watery di-
arrhea. Water use and availability variables were more important for non-
cholera watery diarrheal risk than for cholera, but they were important for
both. Socioeconomic status is an important indirect cause of both of these dis-
eases because poverty is the root cause of many of the other variables, such as
lack of sanitation and clean water. Flood control was related to both types of
diarrhea, but it is not understood why. Because the Bangladesh Flood Action
Plan maintains and will continue to build flood-control embankments, it is im-
portant to investigate whether there is a pattern to this relationship through-
out the country and to investigate why the relationship exists.

Keywords: diarrheal disease, cholera, Bangladesh, medical geography

Introduction

Diarrheal diseases cause one-third of the 15 million annual deaths in children under
five years old in the developing world (1) and they are the largest cause of death among
children under five in Bangladesh (2,3). The people of Bangladesh suffer not only di-
rectly, when they contract the disease, but also indirectly, from economic hardship due
to lost productivity and medical expenses. Because of resource constraints in develop-
ing countries like Bangladesh, it is necessary to identify risk factors so preventative
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health programs can focus on particular interventions. Assessing risk for diarrheal
disease requires knowledge of the complex and dynamic interaction of biological, so-
cioeconomic, behavioral, cultural, and environmental factors over time and space. The
objective of this study is to advance such knowledge in the context of rural Bangladesh.

Humans were the only known reservoir of Vibrio cholerae until the mid-1980s, when
theories of the ecology of cholera were substantially revised. During this time, Colwell
et al. (4) published the results of a study claiming that vibrios can live freely in an
aquatic environment, even under conditions of nutrient deprivation, if the environment
is not sodium-free. Prior to this study, it was maintained that cholera was only trans-
mitted by ingestion of feces-contaminated food or water. However, Colwell’s research
suggests that transmission can occur through water without fecal contamination. If
transmission can occur without fecal contamination, then these findings dramatically
change long-standing conceptions of the ecology of cholera.

This study differentiates between two types of diarrhea: cholera and non-cholera.
Cholera watery diarrhea is defined as watery diarrhea caused by the bacterium Vibrio
cholerae. Non-cholera watery diarrhea is defined as watery diarrhea caused by microor-
ganisms other than Vibrio cholerae. Ideally, this study would have distinguished be-
tween all of the non-cholera diarrheal agents; however, the microbiological tests
associated with obtaining this information would have been exorbitantly expensive.
This study differentiates between risk factors for cholera and non-cholera diarrhea.

The research was conducted at the International Centre for Diarrhoeal Disease
Research (ICDDR). The ICDDR has a field station called Matlab, where the Centre’s di-
arrhea treatment hospital is located. It is in south central Bangladesh, approximately 50
kilometers southeast of Dhaka, adjacent to where the Ganges River meets the Meghna
River forming the Lower Meghna River. Figure 1 shows the study location within
Bangladesh relative to Dhaka City, three major South Asian rivers, and the Bay of
Bengal.

Conceptual Framework

Analyzing risk of contracting watery diarrheal disease in Bangladesh requires a con-
ceptual framework that addresses the complexities of biological, socioeconomic, cul-
tural/behavioral, and environmental factors over time and space. A medical
geographic theoretical approach that addresses these issues is disease ecology, which
maintains that disease results from a dynamic complex of variables that coincide in
time and space (5–15). Hunter (16) argues that researchers must not take a pathogen-
centric view of disease, that is, one that focuses only on the disease agent. He suggests
that studies of disease “must co-jointly involve pathogen, host, and environment” (16).
He views “environment” broadly, as consisting of “diverse physical, biological, social,
cultural, and economic components” (16). Hunter defines geography as a discipline
that bridges the social and environmental sciences and writes that “its integration and
coherence derive from systems-related analysis of man-environmental interactions
through time and over space” (16).

This paper is intended to demonstrate the value of a medical geographic approach
that is holistic and that integrates many different types of variables responsible for dis-
ease. The types of variables to be investigated have been classified in many different
ways, but Mayer’s classification system (17) is most useful. Mayer differentiates
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between biological, socioeconomic, behavioral, and environmental variables. Biological
variables are those that describe biological characteristics of the host, such as blood
type. Behavioral variables are those that describe individual or group behaviors, and
may be related to culture or individual decision-making (for example, what types of
food people eat). Environmental variables are those of the biophysical environment,
such as climatic variables. Socioeconomic variables are variables that affect the coinci-
dence of agent and host, such as wealth or class. Different patterns of socioeconomic,
behavioral, and environmental variables result in different spatial and temporal pat-
terns of disease. Virtually every disease exhibits spatial and temporal variation, and
medical geographers attempt to explain this variation.

Research Design

The author created a vector geographic information system (GIS) database of the
Matlab field research area. Features in digital format include baris, rivers, roads, and a
flood-regulating embankment. Baris are patrilineally related clusters of households.
Figure 2 shows three features in the GIS database: the flood-regulating embankment,
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Figure 1 Location of diarrhea treatment center, Matlab, Bangladesh.



the Dhonagoda River, and baris. The three map views in Figure 2 are displayed at
different scales. The map view on the far right has the individual bari identification
numbers visible. The baris are all identified by an ICDDR demographic surveillance
system (DSS) census number within the structure of the GIS database. This allows at-
tribute data to be linked to the spatial database. Thus, disease incidence data can be
linked to specific bari locations.

The Matlab field research center is a diarrhea treatment center (DTC) that has in-
and outpatient services, a laboratory for the identification of pathogens, and research
facilities. The DTC laboratory consists of microbiology, clinical pathology, and bio-
chemistry units, which provide diagnostic services to the hospital and for field research
activities. There are motorized boats that function as a free ambulance service for diar-
rhea patients, so access to the hospital is remarkably good. All DTC services are free as
well. The research center maintains a community-based data collection system. One
hundred twenty community health workers (CHWs) visit each household every two
weeks to collect demographic, morbidity, and other data. The DSS conducts periodic
censuses (most recently in 1993) and uses CHWs to update demographic data (births,
deaths, and migrations).

Diarrheal disease data were collected for people from the Matlab treatment area
who were hospitalized at the diarrhea treatment center with watery diarrhea between
January 1, 1992, and December 31, 1994. The cases were assigned to one of two diarrhea
disease categories (cholera or non-cholera watery diarrhea) that were used as depend-
ent variables in the analysis stage of the research. For each patient admitted to the
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Matlab DTC, a stool sample was regularly collected and routinely tested for Vibrio
cholerae and Shigella, a dysenteric agent. In this study, laboratory records of the patients
were used to assign one of the two above agent categories. Hospital records specify
whether there was blood in each patient’s stool. Patients who tested positive for Shigella
or who had blood in their stool were excluded because this study is not concerned with
dysentery. Patients who did not have dysentery or cholera were assigned to the non-
cholera watery diarrhea category. For each patient with cholera or non-cholera watery
diarrhea, the bari identification number was collected for mapping.

Individuals were randomly chosen from the community to be controls. After the
cases were identified, a list of potential controls was compiled from DSS records. A per-
son was eligible to be a control if she/he lived in the Matlab surveillance area, was not
admitted to the DTC during the study period, and did not die of a diarrheal disease
during the study period. The controls were age-matched. For cases of diarrhea in per-
sons older than five years of age, controls were chosen who were born in the same year.
For those less than five years old, controls were chosen who were born in the same
month. Children under five had a stricter age-matching interval because there were
more potential controls who were in this age group. In addition, calculating certain bi-
ological independent variables for children required a smaller age-matching interval
because the status of these variables was collected on a monthly basis.

Information was collected for independent variables that were hypothesized to be
related to watery diarrhea. This information was collected by administering question-
naires, obtaining secondary data from DSS records and community health worker
record books, and calculating variables using the GIS database. These data were col-
lected for both cases and controls. Tables 1, 2, and 3 summarize the different variables
that were collected.

Results

Cholera
Two of the environmental independent variables—living in a household that shared its
latrine with other households and living in a flood-control area—were strongly associ-
ated with cholera hospitalization. Participants whose households shared latrines with
other households had a 2.8 times greater chance of being hospitalized with cholera.
Sharing latrines represents increased exposure to the fecal material of others, which can
lead to secondary transmission. Individuals living in flood-controlled areas were 2.47
times more likely to be hospitalized with cholera. It is not entirely clear why this is true.
One theory is that flood control exacerbates cholera bloom by some unknown mecha-
nism (18). Flood control may change salinity levels or may impede the natural flushing
out of cholera-laden water. The association between cholera and flood control may,
however, be entirely unrelated to flood control. There may be another variable that is
associated with flood control, creating a spurious association between flood control and
cholera hospitalization. In the future, cholera incidence rates in other flood-controlled
areas of Bangladesh should be compared with rates in their surrounding areas.
Similarities of the environments of these flood-controlled areas should be identified so
that, if cholera incidence is higher in these areas, a causal pathway can be determined.
The multi-billion dollar Bangladesh Flood Action Plan may or may not be responsible
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for increased cholera rates. Thus, it is important to investigate whether or not flood con-
trol is contributing to transmission of this disease.

Several of the cultural/behavioral variables that describe the water and sanitation
situation of study participants did not reveal associations. Use of tubewell1 water for
drinking, cooking, bathing, or washing was not related to cholera hospitalization. This
certainly does not mean that people do not need to use tubewell water to avoid con-
tracting cholera. Almost all of the questionnaire respondents (95%) said that they regu-
larly use tubewell water for drinking, so there is not a major problem with drinking
water use. Defecation in places other than a latrine, households without latrines, and
households with open latrines were not associated with cholera transmission. It is
unclear why these variables (which represent an unsanitary environment) were not
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Table 1 Summary of Categorical Independent Variables with Two Classes

Variable Variable Type Description

Gender Cultural/behavioral and biological Male or female

Source of drinking water Cultural/behavioral Tubewell or other

Source of cooking water Cultural/behavioral Tubewell or other

Source of bathing water Cultural/behavioral Tubewell or other

Source of washing water Cultural/behavioral Tubewell or other

Working tubewell in bari Environmental Yes or no

Adult male defecation Cultural/behavioral Latrine or other

Adult female defecation Cultural/behavioral Latrine or other

Male child defecation Cultural/behavioral Latrine or other

Female child defecation Cultural/behavioral Latrine or other

Presence of latrine in household Environmental Yes or no

Type of latrine drainage Environmental Septic or not

Number of households using a latrine Environmental Single or multiple

Consumption of shellfish Cultural/behavioral Yes or no

Flood-controlled area Environmental Yes or no

Breastfeeding status of children under 5 Biological Yes or no

Nutritional status of children under 5 Biological Malnourished or not

Table 2 Summary of Categorical Independent Variables with More Than Two Classes

Variable Variable Type Description

Years of education: adult (over 15) participant Socioeconomic More than six; one to six; none

Years of education: mother Socioeconomic More than six; one to six; none

Years of education: father Socioeconomic More than six; one to six; none

Knowledge of prevention of diarrhea Cultural/behavioral Full; good; partial; none

Knowledge of source of diarrhea Cultural/behavioral Good; partial; none

Household construction material Socioeconomic Brick,/tin; bamboo/tin; jute/tin;
straw/stick/bamboo

1 A tubewell is a drinking water well with a pump for extracting water from the shallow aquifer.



associated with cholera, because they are no doubt responsible for secondary cholera
transmission. There were also continuous variables associated with sanitation and
water availability; these variables will be discussed below.

Another cultural/behavioral variable, shellfish consumption, was not associated
with cholera transmission either. This is contrary to one of Colwell’s (4) theories about
an environmental reservoir for cholera. She believes that shellfish are one of the attach-
ment sites for the bacteria. The lack of an association might be due to the fact that 92%
of the people in the study population consume shellfish. The only people who might
not consume any type of shellfish are extremely poor, and are thus more prone to con-
tracting cholera because of other variable types (such as socioeconomic variables and
variables involved with their access to and use of clean water and proper sanitation).

Two biological variables, breastfeeding and malnutrition, were not associated with
cholera transmission. This may be attributed to the low number of child participants
who were not breastfeeding during the month before hospitalization (23%) or who had
a mid-arm circumference below 120 millimeters (12%).

The independent variables that had more than two ordinal classes included level of
education for different household members, household construction material, and
knowledge of diarrhea prevention and source. Education level and household con-
struction material are socioeconomic variables that were hypothesized to show a nega-
tive association with cholera incidence; surprisingly, there were no associations.
Knowledge about the source and prevention of diarrhea were hypothesized to be
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Table 3 Summary of Continuous Independent Variables

Variable Variable Type Description

Number of open latrines Environmental Count

Number of non-septic latrines Environmental Count

Number of ring septic latrines Environmental Count

Number of concrete septic latrines Environmental Count

Number of other households using latrines Cultural/behavioral, Count
environmental

Latrines per person (excluding open) Environmental Latrines per 100 people

Number of tubewells in bari Environmental Count

Number of households sharing a common Cultural/behavioral, Count
tubewell in bari environmental

Tubewells per person Environmental Tubewells per 100 people

Household area Socioeconomic, environmental Square feet

Bari population Cultural/behavioral, Count
environmental, socioeconomic

Population density around baris Cultural/behavioral, Persons within half-
environmental, socioeconomic kilometer radius

Total household assets Socioeconomic Taka

Annual income Socioeconomic Taka

Mid-arm circumference (children Biological Millimeters
under 5 ears old)

Distance from main river Environmental Meters



inversely associated with cholera hospitalization, but there were no associations in that
case either.

Modeling a complex problem such as what makes someone susceptible to con-
tracting cholera requires that a variety of methods be used. Non-parametric statistics
were used to measure associations between cholera and potential risk factors, and sim-
ple regression analysis was used for the continuous variables. The larger the number of
open latrines in a bari, the more likely a resident was to contract cholera. Open latrines
are basically fixed sites where people regularly defecate. These fixed sites are an indi-
cator of an unsanitary environment. The number of households using tubewells was
positively related to cholera hospitalization. It is unclear why this association exists but
a speculation is offered. If many households share a tubewell, it may decrease access to
that tubewell; thus, this relationship might indicate that access to tubewell water is im-
portant to preventing cholera.

Bari population and population density were positively related to cholera inci-
dence. While it is not completely clear why bari population size is related to cholera
hospitalization, one conjecture is that the larger the bari population, the larger the num-
ber of human contacts people have. The last variable that was related to cholera hospi-
talization was household area, a socioeconomic and environmental variable.
(Household area is a socioeconomic indicator because people with smaller households
are usually poorer, and it is environmental because smaller households represent a con-
dition of crowding.) Household area was inversely related to hospitalization for
cholera. There were two other socioeconomic indicators, assets and income, that were
built into simple logistic regression models. However, neither was found to be related
to hospitalization for cholera. Conroy (19) suggests that socioeconomic status in the de-
veloping world is a complex issue and that assets and income measure different parts
of socioeconomic status. He states that income is an indicator of purchasing power and
consumption, while assets are an indicator of a person’s ability to develop options for
improving their quality of life (e.g., participating in poverty alleviation programs). A
house is part of a family’s assets, although houses were not included in this study’s
original measurement of assets. Household area indicates how much a person is able to
invest in their home, which is why the ICDDR collects this information regularly. While
the variation of assets and income is quite small, there is a much larger variation in
household area. The inverse relationship between household area and cholera shows
that it is an important factor. The author believes that the environmental part of house-
hold area, which is a measure of crowding, and the socioeconomic part of this variable,
which describes the socioeconomic status of a family, are inseparable yet both impor-
tant. Crowding, however, is more likely to occur in poorer households. Poor people are
at a major disadvantage in many other parts of their lives in rural Bangladesh. They are
forced to eat cheaper food, which may be unsanitary. They may not be able to invest in
proper water and sanitation facilities. Even if an outside organization is paying for the
water and sanitation facilities, poorer people are less likely to have these facilities in
their baris because they have less social power to influence how these resources are dis-
tributed. It is the belief of the author that poorer people are exposed to diseases at
higher rates.

Because several different variables may interact in affecting risk of cholera hospi-
talization, a multiple logistic regression model was built using many independent
variables. Because models were devised only for observations for which there were
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data for all of the variables, the relationships do not refer to the same sample to which
the simple regression models refer. Four of the variables that were significant in simple
logistic regression models were also significant in the multiple logistic regression
model. These were the number of open latrines in a bari, the household area, the bari
population, and flood control.

Non-cholera

The risk factors for non-cholera watery diarrhea were somewhat different from the risk
factors for cholera. Although some of the significant variables were the same as for
cholera, the strengths of the associations were different. Four of the binary dependent
variables were significantly associated with hospitalization for non-cholera watery di-
arrhea. Female participants were only 0.81 times as likely to be hospitalized with non-
cholera watery diarrhea as males. In rural Bangladesh, males have more freedom of
movement than females, so they are more likely to come into contact with a larger num-
ber of people. Contact with more people can lead to increased exposure to people in-
fected with non-cholera watery diarrhea. 

Participants who did not use tubewell water for drinking were 8.49 times more
likely to be hospitalized with non-cholera watery diarrhea than were those who did use
tubewell water. This extremely high association highlights the importance of clean
drinking water for avoiding non-cholera watery diarrhea. There was also a relatively
high association between not using tubewell water for bathing and hospitalization for
non-cholera watery diarrhea. (Very few people actually bathe with tubewell water, and
it is not a feasible public health option to change this. It would require a large educa-
tional effort to change the custom of bathing in rivers or ponds.) Individuals living in
flood-controlled areas were 1.42 times more likely to be hospitalized with non-cholera
watery diarrhea than individuals not living in flood-controlled areas. This was not as
strong an association as with cholera, and, again, it is not entirely clear why there is an
association. Future work must be conducted to ascertain the reason for this association
and to investigate whether it exists in other flood-controlled areas of Bangladesh.

Several variables involving water availability and sanitation were not associated
with non-cholera hospitalization. The absence of a working tubewell in a participant’s
bari did not lead to a greater hospitalization rate for non-cholera watery diarrhea.
Defecation in places other than latrines was not associated with hospitalization, nor
were participants who lived in households without latrines or who had latrines with
open drainage systems more likely to be hospitalized with non-cholera watery diar-
rhea. Participants who shared latrines with other households did not have a greater
chance of being hospitalized. The finding that these water and sanitation variables were
not associated with watery diarrhea incidence does not mean that they are not impor-
tant. The reason why so many water and sanitation variables were collected is that pre-
vious research has identified them as important. The strongest association of any water
and sanitation variable for non-cholera watery diarrhea was the negative association
found for using tubewell water as a drinking source. Thus, this portion of the issue of
overall water and sanitation is most important.

Shellfish consumption, breastfeeding, and malnutrition were not associated with
non-cholera watery diarrhea incidence, possibly because there was little variation in
these variables. None of the ordinal-level variables (education for different household
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members, household construction material, or knowledge of diarrhea prevention and
source) was related to non-cholera watery diarrhea.

Simple regression analysis for continuous variables was also used to calculate risk
of non-cholera watery diarrhea. Household area was inversely related to hospitaliza-
tion for non-cholera watery diarrhea, as with hospitalization for cholera. Also as with
cholera, assets and income—the two other socioeconomic indicators—were not related
to non-cholera hospitalization. In accordance with the non-parametric test, people liv-
ing in a flood-controlled area were more likely to be hospitalized with non-cholera wa-
tery diarrhea than were those not living in a flood-controlled area. There was one
biological variable associated with non-cholera watery diarrhea that was not associated
with cholera. Mid-arm circumference was related to non-cholera watery diarrhea hos-
pitalization at the 95% confidence level. The ICDDR considers a mid-arm circumference
of less than 120 millimeters to indicate malnutrition in children under five years old, in
this study population. Stratifying this variable as above and below 120 revealed no as-
sociation, but the raw data values show a relationship. There were only 37 observations
for this variable, which may explain the absence of an association using the non-para-
metric test.

Three variables were significant in a multiple logistic regression model for non-
cholera watery diarrhea using variables that were at least moderately significant in the
simple regression models. The variables were household area, flood control, and tube-
well density. Household area was negatively related to non-cholera hospitalization—
the smaller the household, the more likely it was that an individual would be
hospitalized. As with cholera, people living in flood-controlled areas were more likely
to be hospitalized with non-cholera watery diarrhea. Tubewell density was highly sig-
nificant when built into a multiple logistic regression model, but was only moderately
significant in a simple regression model. This indicates that there was interaction with
some other variable. As tubewell density increased, non-cholera watery diarrhea hos-
pitalization decreased. This relationship highlights the importance of clean water avail-
ability as a protective barrier to non-cholera hospitalization.

Discussion

It becomes apparent on arrival in rural Bangladesh that people there are always in close
contact with the aquatic environment. The aquatic environment is an important source
of income for fishers and farmers and it provides the most important system of trans-
portation for people living in the study area. Another readily apparent characteristic of
the study area is that there are many people living in a small area and that all land
seems to be used for some economic activity. By developing-world standards, it is also
clear that almost everyone living in the study area is extremely poor. Figure 3 displays
the factors that were found to be statistically significant in cholera transmission.

Only two variables that describe characteristics of water and sanitation infrastruc-
ture or use were related to cholera transmission. Secondary cholera transmission is by
the fecal-oral route, and is thus due to the lack of clean water and good sanitation. (In
fecal-oral transmission, people are infected when they ingest something that has been
contaminated with fecal material.) Thus, it is no surprise that two water- and sanitation-
related variables are associated with cholera.

Other variables related to cholera transmission describe the number of people
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living in a bari, the population density near a bari, and the size of a housing structure.
All of these have to do with the environmental circumstances in which people are liv-
ing. Several of these variables show that people living in crowded areas get cholera
more often.

The last variable related to cholera transmission is flood control, another environ-
mental variable. People living inside a flood-controlled area are living in an environ-
ment that has been significantly altered by humans. This alteration certainly changes
the way people interact with their environment in these areas. For example, the agri-
cultural system in the flood-controlled area is more reliant on irrigation. It is unclear
why there is an association between flood control and cholera, but it may have some-
thing to do with how people are interacting with the aquatic environment in this area.

Non-cholera transmission is exclusively secondary, via the fecal-oral route. The
study area is littered with latrines that hang over water bodies that are used for bathing,
washing clothes, cooking water, and occasionally for drinking water. In such a densely
populated area, it is safe to say, the surface water is not fit for drinking. Figure 4 dis-
plays the factors important to non-cholera watery diarrhea transmission.
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Three of the variables shown in Figure 4 involve tubewell water use. Because there
is no water treatment facility in the area, tubewells are the only clean source of water.
Other variables associated with transmission of non-cholera watery diarrhea transmis-
sion include household area, malnutrition, and flood control. There are many types of
variables that predispose people to secondary transmission of diarrhea. If clean water
and sanitary latrines were used, however, then secondary transmission would be much
less of a problem.

Conclusion

It is clear that sanitation and water availability and use are extremely important in the
effort to reduce transmission of secondary cholera and non-cholera watery diarrhea
transmission. While this may seem obvious to many outsiders, health policy makers in
Bangladesh and international aid organizations continue to debate whether the appro-
priate tubewell coverage threshold has been achieved in rural Bangladesh. The water
use and availability variables were more important for non-cholera watery diarrhea
than for cholera, but they were important for both. With the exception of UNICEF, there
has been very little effort to provide septic latrines to the people of rural Bangladesh
even though only 10% of the study area population had concrete septic latrines.
Another debate among health policy makers concerns how to increase latrine coverage.
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The status quo has been that latrines are usually provided at the expense of the family
or community. Because diarrhea is a poor person’s disease, however, the people who
need proper sanitation most are those who are least likely to be able to afford it. This re-
search project found significant relationships between sanitation-related variables and
cholera, but not between the same variables and non-cholera diarrhea. It is important
to note, however, that the sanitation situation in the entire study area was very poor, so
comparisons with ideal sanitation conditions could not be made.

One of the socioeconomic status indicators was related to both cholera and non-
cholera watery diarrhea. The author suspects that if the study population were com-
pared with a more affluent group, more relationships would become apparent between
socioeconomic variables and the diseases. Socioeconomic status is probably the single
most important indirect cause of both of diseases of concern because poverty is the root
cause of many of the other variables, such as lack of sanitation and clean water. The ed-
ucational level, income, assets, and living environment of the study population are
abysmal. The poverty, however, will no doubt continue and these diseases will most
likely continue as well. A stronger national and international policy directed at poverty
alleviation in rural Bangladesh is necessary to tackle such a difficult problem. A rela-
tionship was found between malnutrition and non-cholera watery diarrhea but not for
cholera. There is contradictory information in the health literature concerning the effect
of malnutrition on diarrhea. It is obvious, however, that malnutrition is already a health
policy concern and thus is already on the health care agenda.

Flood control was related to both types of diarrhea, but it is not understood why.
Because the Bangladesh Flood Action Plan will continue to build and maintain em-
bankments into the distant future, it is very important to investigate whether there is a
pattern to this relationship throughout the country and to investigate why the relation-
ship exists. This will no doubt require a multi-disciplinary effort involving ecologists,
hydrologists, engineers, epidemiologists, and medical geographers.
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Abstract

This paper details a collaborative research project to develop a geographic
information system (GIS) for two diverse administrative areas of general med-
ical practitioners in Victoria, Australia. The study is one of a small number of
initiatives in the use of geospatial information and application of GIS technol-
ogy to the health sector in Australia. Australia’s use of divisions of general
practice is described, depicting the role of divisions in improving the health of
the Australian population. An outline is given of the role of data and informa-
tion technology in improving effectiveness and efficiency in the operation of
these divisions. The paper describes the methodology of the pilot project,
which was aligned to the divisions’ needs and future directions. Data were
drawn from routinely collected demographic, health, and road network
datasets; the datasets themselves came from local, state, and federal sources.
Additional data were collected using a questionnaire that profiled general
medical practices. The rationale for using the Internet to present the GIS pro-
totype is given. The paper also presents a range of data analysis that depicts
the role of this integrated information in identifying strategic decision-making
and further research possibilities. This project demonstrates the potential of a
GIS, with its ability to answer spatial questions and illustrate spatial relation-
ships, to assist in decision-making in local health areas. Routine collection of
morbidity and treatment information at the general practice level would en-
hance data quality at that level. The methodology and outcomes of this proj-
ect are serving as a springboard to broader interest in the uptake of GIS in the
health sector, given the diversity and widespread location of the population.

Keywords: general practice, service planning, Australia

Introduction

This paper details a collaborative research project to develop a geographic information
system (GIS) for two diverse administrative areas of general medical practitioners in
Victoria, Australia. The study is one of a small number of initiatives in the use of
geospatial information and application of GIS technology to the health sector in
Australia. The paper first briefly describes Australian initiatives in GIS and health, and
sets the scene of this particular study. The paper then describes the methodology of the
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pilot project, which was aligned to the end users’ needs and future directions, and de-
tails data sources and a range of data analysis. Finally, the outcomes of the project are
highlighted and ongoing aspects of the research identified.

Overview of Australian Initiatives in GIS and Health

Over the last decade, interest has increased in initiatives to make the best possible in-
formation available to health and community service providers at the national, state,
and local levels. To date in Australia, spatial health research has concentrated more on
analyzing health care service needs for purchasing and planning, and less on patterns
of disease distributions or what is more commonly known as geographic or environ-
mental epidemiology. GIS is most commonly used across the Australian health sector
within a social health framework. Because of this, using GIS has involved integrating
data collections such as socioeconomic and specific health datasets of hospital admis-
sion rates, mortality, and birth events. Examples in Australia include the study of pos-
sible relationships between locational disadvantage and uptake of health services (1);
emergency services dispatch developed by the Intergraph Corporation in the state of
Victoria; drug research and harm reduction strategies (2); the South Australian Health
Commission Social Health Atlas (3); and the National Social Health Database, known
as HealthWIZ (4), which contains local-area health data on deaths, population charac-
teristics, cancer registry details, social security, and Medicare, the Australian universal
public health financing system.

Current reforms in Australia have redefined funding formulae for the health sys-
tem. This has, in turn, caused a growing recognition of the importance of decision-mak-
ing tools like GIS.

GIS for General Practice Project

This particular project is the result of a willingness to improve communication, infor-
mation technology, and information management between the state-funded health
services and the federally funded primary care infrastructure of family doctors (general
practitioners, commonly known as “GPs”). Groups of GPs were brought together in re-
cent years to form “divisions of general practice,” a relatively new organizational struc-
ture designed to enable GPs to work together and to work within the wider health care
system, to improve the quality of care, to meet local health needs, to promote preven-
tive care, and to respond rapidly to community health needs. There are 118 divisions in
Australia, with a median population of 152,920 per division (5). The Victorian state
health department (known as the Department of Human Services) committed funds to
develop and implement a prototype GIS as a tool for planning, education, and research
in relation to the health needs and health status of the population groups within each
division.

Project Team

The research team involved in this project includes the Centre for Community Child
Health (University of Melbourne, Royal Children’s Hospital, Melbourne), the
Department of Geomatics, University of Melbourne, and the National Key Centre for
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Social Applications of GIS, University of Adelaide. The project also received support
from Land Victoria, Department of Natural Resources and Environment.

The Centre for Community Child Health plays a national role in child health edu-
cation and research across the range of health professions, including general practice.
The University of Melbourne’s Department of Geomatics conducts education and re-
search on a wide variety of GIS topics and plays an important role in the diffusion of
GIS technology, assisted by Land Victoria, which deals with geospatial policy and
geospatial datasets. The National Key Centre for Social Applications of GIS, as its name
suggests, has expertise in the application of GIS technologies to social and community
planning programs.

Instrumental partners in the project have been the two divisions of general practice
for which the project was developed. Both of these divisions are in Victoria, a state in
southeast Australia. One division is in northwest Melbourne, an inner metropolitan
area of Victoria’s capital city (Figure 1). The northwest Melbourne division has 234 of
the 436 GPs known to be practicing in that geographic area (membership in a division
is voluntary). The total population is 281,856 persons (6), giving a GP-to-person ratio of
1:646.

The second division is located in East Gippsland, a rural, coastal area in the south-
east of Victoria that covers 12.5% of the state. The East Gippsland division of general
practice is situated approximately 200 to 500 kilometers southeast of Melbourne. Most
of East Gippsland’s population lives in two major town centers (7). There is an average
GP-to-person ratio of 1:1679 in this division; however, due to the seasonal nature of the
population (East Gippsland is a popular seaside vacation area), the ratio can vary from
1:954 to 1:4753 (7).
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General Practice Data and Outcome-Based Funding
Eighty-six percent of Australians visit their doctor at least once a year, giving GPs a
principal role in the management of health concerns and, consequently, overall resource
spending, including patterns of prescribing, uptake of preventive activities, uptake of
other health services, the use of diagnostic imaging services, and referrals to specialists
(5). General practice divisions have been identified as an organizational structure that
will likely effect improvement of health outcomes. Divisions are required to identify
key areas in which outcomes can be measured over time; with the growing recognition
of the importance of decision support systems in measuring these outcomes, the setting
of general practice divisions is an important one.

Funding is made available for GP members of divisions to become involved in co-
operative activities. A proportion of a division’s income, however, is tagged to its abil-
ity to demonstrate improvement in previously agreed-upon health outcomes for its
population. These outcomes—and, therefore, the income—are information-dependent.

In terms of the role of routine data collection in the general practice sector, the col-
lection of morbidity data or practice patterns is currently not at all systematic. In
Australia, in contrast to the United Kingdom and the United States, there is an unfor-
tunate lack of reliable morbidity data collected at a population level and inclusive of
any useful geospatial variables such as address, postcode, or statistical local areas. Each
practice chooses how or when to computerize its business, what data it collects, and
how the information is used. To date, there has also been a lack of information on the
outcomes of GPs’ activities, which can partially be attributed to a lack of data collection
systems and technological approaches to advancing information for a health outcome
decision-making system. The development of this GIS sought to redress some of these
past limitations.

Project Methodology
Briefly, the phases of the project consisted of determining information needs, collecting
data, implementing the system, delivering it, and evaluating it. The methods and data
sources for this project were closely aligned to the needs and future directions of the di-
visions in their provision of clinical and preventive general practice services to their
communities.

Data Collection
The information needs of the two divisions were determined early, relative to the scope
of the project and dependant on whether the data collections had a geospatial variable
included within their data structure. Divisions identified the important areas of deci-
sion-making and these were linked to potential sources of available data. Some of these
data are routinely collected by leading health agencies at national and state levels, but
more local data needed to be gathered to provide a more complete picture.

The digital map base of Victoria was provided by Land Victoria. Demographic data
(country of origin, age, sex, and income) came from the 1996 Population and Housing
Census (6). Hospital admissions data were obtained from the state government’s hos-
pital inpatient database, known as the Victorian Inpatient Minimum Dataset (8). One of
the most important priorities that divisions of general practice identified is immuniza-
tion coverage of young children, so data on coverage rates came from a national popu-
lation-based immunization register (9).
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Redressing the Gaps in Data Availability

Data were attainable on the population within the divisions, but very little information
was available on the general practices themselves. This gap in data availability was par-
tially redressed through questionnaires administered to each practice location. These
questionnaires collected information relating to types of data held by general practices
(electronic or paper-based patient health records, availability of data summaries,
knowledge of peak service times) and questions that helped build a picture of the size
of the practice by number of staff and patients seen, other co-located services, and other
relevant data such as the distances patients traveled to see their doctors.

Developing the System for Divisional Implementation

The increasing emergence and widespread uptake of communication technologies in
Australia was considered in the preparation for presentation of the GIS prototype to the
divisions. The team chose the Internet as the optimum medium for the delivery and
placement of the product. For the GIS software itself, ArcExplorer (ESRI, Redlands, CA;
http://www.esri.com) was chosen, because it can perform elementary queries and
provide good quality display, desirable by the divisions. While this package does not
have the full analytical capabilities of other GIS packages, the selection of user-friendly
software was a high priority. Because the pilot divisions already have access to the
Internet, software costs and the acquisition of additional hardware were eliminated.
This project did involve posting confidential information. To address this concern (one
not unique to working with the Internet), a password-protected Web site
(http://www.sli.unimelb.edu.au/gdv/gdv_health.html) was used. The password sys-
tem allows only the pilot divisions to access the confidential information.

Figure 2 shows the model of integration of databases in the GIS for GPs. All the
databases have been integrated into the system through common GIS operations such
as tabular linking and address geocoding. Common identifiers like postcode bound-
aries and divisional boundaries permit the integration of all data into the system.
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Figure 2 Model of integration of databases in the GIS for General Practice project.
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Project Outcomes

Queries
The possibilities for making queries and analysis are many. An example of a two-stage
query is as follows:

1. “Show me the postcode areas in the northwest Melbourne division where fewer
than 80% of children between 15 and 20 months of age are fully immunized”
(corresponding to the Australian Childhood Immunisation Schedule). The post-
codes are both tabled and highlighted (Figure 3).

2. “What immunization providers are located in these postcodes?” This reveals all
family doctors, community health centers, and maternal and child health nurses
in the area who may be targeted for inclusion in immunization initiatives
(Figure 4).

Ideally, all the datasets would have boundaries that articulated, making it simpler to in-
tegrate the data. Because this is not the case, a new query must be formulated for each
of the themes. Spatial queries can be performed using the information tool (i) in each of
the layers.

Training and Evaluation
The end stages of the project involved providing training and education to the two di-
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visions because divisional staff have no prior experience with GIS or geospatial data.
The training provided some basic theory, and there were practical sessions on the use
of spatial information systems, geospatial data, introduction to ArcExplorer, basic
querying skills, and spatial data visualization. While it is important to consider that the
technology is being adopted by the organization rather than individual users, consid-
eration needs to be given to the variation in the ability and familiarity of divisional staff
with information technology and whether this affects how they use the database.
Divisional staff will use the GIS according to their job role within the organization.
Program planners, administration support, and executive staff, for example, may make
varying uses of the database.

For the 12 months after the GIS is implemented, an evaluation is planned of the
ways in which the technology is adapted and reinvented to meet divisional needs. The
timeline of the evaluation takes critical planning processes of the divisions into consid-
eration and ensures that the evaluation occurs within the lifespan of the data in the GIS.
Qualitative and quantitative data collection methods will be used, such as in-depth in-
terviews with staff and a systematic review of documents and administrative records
that incorporate data or use the GIS’ capabilities. Of particular interest will be deter-
mining what new things the GIS enables the divisions to do, as well as how it helps
them perform activities in which they were already involved.

Because the adoption of GIS in the primary health sector is a relatively recent phe-
nomenon, there are relatively few examples of adoption of the technology and, conse-
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quently, a limited amount of experience to support claims that GIS implementation
means improved information processing and more informed decision-making. Results
of the evaluation will be used to inform the development of future information-based
decision support technology within the divisions-of-general-practice environment.

Conclusions

The GIS for General Practice study was undertaken to develop a methodology for the
provision of a GIS to a particular group of providers of primary health care, and has
achieved its aims. The research has highlighted a number of constraints in the devel-
opment of a GIS for the health sector, the major challenge being the variety of geo-
graphic classifications that have been used for health data over the last decade
(including numerous versions of regional and subregional classifications used by na-
tional and state authorities). There are also widespread differences in data collection
methods, data quality, and data access.

A relatively underdeveloped technological infrastructure within general practice in
Victoria minimizes access to the Internet and information systems in general, though cur-
rent trends in the acquisition of computers will go some way to overcoming this constraint.

The Victorian government’s policy to make available geospatial data to all
Victorians (10) details its intention to face the information age in the 21st century. Other
initiatives in the state of Victoria this year include the state Department of Human
Services’ commitment to drawing up a GIS for Health Strategy to support spatial in-
formation systems and improvement of decision-making by health planners (11), and
the development of an Australian Research Council-funded project to develop a GIS for
Health Research Strategy as well.

Until recently, GIS in health has depended on quantification methods of monitor-
ing and measuring the population. Statistical surveys, epidemiological assessments,
evaluations, and health outcomes are currently a central influence on policy, planning,
and resource allocation. If there is a desire to study the geography of health rather than
the geography of disease (12), consideration needs also to be given to ways in which
qualitative health data—which include lay perceptions of health and illness and the
“lived,” or socially experienced, dimension of health (13)—can be incorporated into a
GIS framework.

The research team that developed the GIS for General Practice prototype is not the
end user. The end users, the divisional teams, have not previously had experience using
information systems to help them make decisions. They are also under a great deal of
pressure to change how they make decisions, and change what techniques they use in
their decision-making. The final evaluation of this project will be testimony to the ulti-
mate success of the GIS for General Practice product, but the outcomes of the actual cre-
ation process are already tangible. It is hoped that these initiatives will further the use
of GIS technology in the health sector in Australian states and territories.
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The Knox Method and Other Tests for Space-Time
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Abstract

The Knox method, like other tests for space-time interaction, is biased in
situations in which there are geographical population shifts; that is, when
there are different percentages of population growth in different regions. In
this paper, the size of the population shift bias is investigated for the Knox test,
and it is shown that it can be a considerable problem. This paper then presents
a Monte Carlo method for constructing unbiased space-time interaction tests,
illustrating the method for the Knox test and for a combined Knox test.
Practical implications are discussed in terms of the interpretation of past re-
sults and the design of future studies.

Keywords: bias, Jacquez’ test, Knox test, Mantel’s test, population shifts

Introduction

Space-time interaction tests are used to evaluate whether there is space-time clustering
of events after purely spatial and purely temporal clustering are adjusted for. These
tests are frequently applied in epidemiological studies, in which it is of interest to know
whether cases of some disease are more clustered than would be expected based on the
underlying geographical population distribution and on any purely temporal trend.
Two excellent surveys on space-time interaction tests have been written by Mantel (1)
and Williams (2). Comparative evaluations and power studies have been done by
Chen, Mantel, and Klingberg (3) and by Jacquez (4).

The most widely used statistical technique for testing space-time interaction was
developed by Knox (5). In the Knox test, the time and geographical location of each
case are noted, and the distance between each possible pair of cases is calculated in
terms of both time and space. If many of the cases that are “close” in time are also
“close” in space (“close” is defined by the user), or vice versa, then there is space-time
interaction. This could be an indication that a disease is infectious or that it is
caused by some other type of agent that appears locally at specific times, such as food
poisoning.

In a survey of epidemiological articles published between 1960 and 1990, Daniel
Wartenberg and Michael Greenberg (6) found 59 different studies that used the Knox
method. Many of these were concerned with leukemia, and the results from such stud-
ies have been used as evidence supporting a viral etiology of the disease (7,8).

The Knox test is an elegant and, in many ways, attractive method. For example, it
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is simple and straightforward to calculate the test statistic, and using the test requires
knowledge only of cases, not controls. There is, however, a well-known problem with
the method.

Mantel (1) pointed out that the Knox test is biased if the rate of population growth
is not constant for all geographic sub-areas. We call this the population shift bias. Shifts in
the population distribution create space-time interaction among any random sample of
individuals, including sets of cases generated under the null hypothesis of equal dis-
ease risk. The Knox statistic is constructed so as to pick up any type of space-time in-
teraction; it does not distinguish whether that interaction is due to shifting population
distributions or to some disease-related phenomenon. This is not a flaw of the test per
se, and is not a problem if one is looking for any type of space-time interaction.
However, interest is typically focused—as in epidemiology—on disease-related phe-
nomena, not shifts in population distribution, so the latter should be adjusted for.

While the existence of the population shift bias has long been known, the magni-
tude of the bias has not been studied for any real datasets, and the bias has typically
been ignored in practical applications. In the “Estimation of the Population Shift Bias”
section, the bias of the ordinary Knox test is estimated for two different datasets: the
child population in Sweden from 1976 to 1994 (a fairly stable population) and the total
population in New Mexico (where there have been large population shifts) from 1973
to 1991. The estimations show that the bias is considerable for some cases.

Klauber and Mustacchi (9) suggested that the population shift bias could be re-
duced by dividing the data into several parts corresponding to different time periods.
Within these parts, the population would be more stable. A test statistic would then be
calculated separately for each part, and the statistics would be summed to get an over-
all test. This method reduces the bias but does not eliminate it. Unfortunately, it also de-
creases the power of the test; pairs of cases falling in different data parts would not be
used, leading to loss of information.

A simple unbiased version of the Knox test is presented in the section entitled “An
Unbiased Knox Test.” This test adjusts not only for purely spatial and purely temporal
variations, but also for the space-time interaction inherent in the background popula-
tion. It does so without the loss of power associated with the Klauber-Mustacchi ap-
proach. Its one drawback is that it requires knowledge of the underlying population
distribution.

While this paper is focused on the Knox method, which is the most commonly used
space-time interaction test, other space-time interaction tests suffer from the same pop-
ulation shift bias. This includes the methods proposed by David and Barton (10),
Mantel (1), Pike and Smith (11), Diggle et al. (12), Jacquez (4), and Baker (13). This
paper’s approach for constructing an unbiased Knox test can also be used to construct
unbiased versions of these other methods.

A second issue with the Knox method relates to the choice of critical distances to
define which pairs of cases are close in space and time respectively. Unless the investi-
gator has a fairly clear idea of the scale at which clustering may occur, this is a problem.
Separate tests are often performed for a number of different critical distances (e.g.,
Gilman and Knox, 1995 [14]). It is possible to do a Bonferroni-type adjustment for the
multiple testing inherent in such a procedure, but because the test statistics calculated
for adjacent critical distances are highly correlated, there is loss of power when using
such a method. In practice it is seldom used. Baker (13) has presented a combined Knox
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test, providing a single hypothesis test with multiple critical distances. The approach
presented in the section entitled “An Unbiased Combined Knox Test” uses the same
basic idea to deal with multiple testing.

If the simple modification to the Knox test described here were implemented in ac-
tual studies, the value of those studies would greatly increase. There would no longer
be any uncertainty about whether a significant result is due simply to shifts in the geo-
graphical population distribution, and there would be no issue of multiple testing. The
Knox test is an intuitive, elegant method. With its major weaknesses resolved, we hope,
it will continue to be used for years to come.

The Knox Test

Let n be the total number of cases, so that there are N=n(n–1)/2 distinct pairs of cases.
Let Nt be the number of case pairs that are closer to each other in time, compared to
some specified temporal distance. Likewise, let Ns be the number of pairs close in space
as defined by some geographic distance. Finally, let X be the number of case pairs that
are close both in time and space.

The observed value of X is the test statistic of the Knox method (5). To adjust for
purely spatial and purely temporal inhomogeneities in the data, the test statistic is eval-
uated conditionally on Nt and Ns. Under the null hypothesis of no space-time interac-
tion, the expected value of X is E[X|Nt,Ns]=NtNs/N (15).

Knox (5) conjectured that X is approximately Poisson-distributed. Barton and
David (15) showed this to be true when Nt and Ns are small compared to N, in the sense
that the variance of X is then approximately equal to its expected value. More impor-
tantly, by application of graph theory and by also conditioning on the second-order
terms, they obtained an exact formula for the variance:

where N2s is the number of pairs of case pairs close in space that have one case in com-
mon, and where N2t is defined equivalently for time.

In practical applications, different approximations of the test statistic’s distribution
have been used. The Cluster software package, written by Aldrich and Drane (16), uses
the Poisson approximation, as originally proposed by Knox (5). Gilman and Knox (14)
and many others have done likewise, except that they have used the normal approxi-
mation for the Poisson distribution, keeping the variance equal to the mean. We will call
this approach the Poisson-based approximation. An alternative approach is to use a nor-
mal approximation with the mean and variance given by Barton and David (15). We
will call this the Barton-David-based approximation. Yet another option, originally pro-
posed by Mantel (1), is to use Monte Carlo hypothesis testing (17) by permuting the
times among the fixed spatial locations. This is implemented as part of the Stat! soft-
ware package (18); Petridou et al. (8) provide one example of its use.

Before estimating the population shift bias, as in the next section, it is important
to look at any potential bias due to the distributional assumptions of the Knox test
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statistic. Table 1 contains bias estimates for the Poisson- and Barton-David-based ap-
proximations when the Knox test is applied to a hypothetical child population in
Sweden. For all years from 1976 to 1994, the population is artificially fixed at the 1982
level so that there are no population shifts. The data are aggregated into 2,507 parishes.
The parish and month were randomly selected for each of 1,000 and 10,000 cases in pro-
portion to the 1982 population for each parish, and in proportion to the length of each
month.

When Nt and Ns are small compared to N, the Poisson-based approximation works
well. When Nt and Ns are larger, though, there is some bias. This is as expected based
on the theoretical results of Barton and David (15). The Barton-David-based approxi-
mation, on the other hand, works well across the board for the Swedish data. This is im-
portant to remember when estimating the population shift bias, as in the next section.
By definition, the Monte Carlo procedure provides an unbiased test when there are no
shifts in the population distribution.

Estimation of the Population Shift Bias

Differential population growth can be caused by internal migration between different
regions, by geographically differential emigration or immigration rates, or by geo-
graphically differential birth or death rates. If the disease risk is related to age, the bias
can also be caused by different age structures in different regions, whether that struc-
ture changes over time or not; as the population ages, the age-specific population
counts change over time to different degrees in different regions.

The magnitude of the population shift bias of any test for space-time interaction de-
pends on the specific geographic area and time period under study. In general, shorter
overall time periods result in less bias because there is less time for population shifts to
occur, as pointed out by Klauber and Mustacchi (9). Nothing general can be said about
specific geographic areas. To give some idea of the extent of the bias, we have calculated
the population shift bias of the ordinary Knox test for two different datasets.

The first dataset is the child population in Sweden from 1976 to 1994, aggregated to
the 2,507 parishes. The second dataset is the total New Mexico population from 1973 to
1991, aggregated to 32 counties. (The second dataset is available at http://
dcp.nci.nih.gov/BB/datasets.html.) For the New Mexico dataset, Cibola and Valencia
are counted as one county for the whole time period even though they became two dif-
ferent counties in 1981. The geographic distance between cases is the distance between
the parish/county centroids to which they belong. When the critical geographic dis-
tance is 0, only those cases located in the same parish are considered spatial neighbors.
For both datasets, the case times are noted in months. When the critical temporal dis-
tance is zero months, neighboring cases are only those occurring in the same calendar
month; when it is three months, neighboring cases are those occurring in months at
most three calendar months apart (e.g., January and April, but not January and May);
and so on.

To put these datasets in a proper context, the population growth for various subre-
gions is provided in Table 2. For the child population in Sweden, Table 2 shows the pop-
ulation growth in each of the country’s 24 counties, or läns. Table 2 shows only part of
the picture, though; the data were analyzed at the much finer level of 2,507 parishes.
The percentage of change, naturally, varies more for the smaller parishes. The 470

448 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



THE KNOX METHOD AND OTHER TESTS FOR SPACE-TIME INTERACTION 449

Note: Cases were randomly generated according to the 1982 population, so there is no population shift bias.
The bias due to the Poisson and Barton-David approximations for the distribution of the test statistics is the
difference between the numbers reported and the nominal significance level.

Table 1 Estimated True Significance Levels for the Ordinary Knox Test When Applied to the
Childhood Population in Sweden



parishes with more than 1,000 children in 1976 had an average population decrease of
2.5% from 1976 to 1994, with a standard deviation of 30.4 percentage points. The equiv-
alent standard deviations for other subgroups were 33.3 for 275 parishes with 1976 pop-
ulations in the 500–1000 range, 31.4 for 486 parishes in the 200–500 range, 72.0 for 467
parishes in the 100–200 range, and 122.8 for 809 parishes with 1976 populations of less
than 100. The population growth in New Mexico is also presented in Table 2. Between
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Note: For the Swedish data, the actual analysis was done using much less aggregated data.

Table 2 Population Changes in the 24 Läns of Sweden and in the 32 Counties of New Mexico



1973 and 1991, one county’s population doubled while many other counties had a fairly
constant population.

To estimate the population shift bias, cases were randomly assigned to a parish (or
county, for New Mexico) and to a particular month with probability proportional to the
actual population in that parish during that month. In this way, the cases were ran-
domized with population shifts taken into account. The population for a particular
month was obtained through linear interpolation, using yearly population data for
New Mexico and the years 1976, 1982, 1988, and 1994 for Sweden. Separate calculations
were done for 1,000, 4,000, and 10,000 randomized cases. For each random Monte Carlo
replication of the fixed number of cases, the test statistic was calculated and compared
with its nominal critical region using the Barton-David distributional approximation.
Without bias, 5% of the test statistics from the Monte Carlo replications should fall
within the critical region. The actual numbers are given in Tables 3 and 4.

The population shift bias for the Swedish data is the difference between the num-
bers reported in Table 3 and those reported in Table 1 for the Barton-David approxima-
tion. The total bias is the difference between Table 3 and the nominal significance levels.
For the Swedish data, there is very little bias using the original Knox test when the total
number of cases observed is 1,000. With more cases, the bias increases. It is a consider-
able problem with 10,000 cases observed.

For New Mexico, the bias is considerable for 1,000, 4,000, or 10,000 cases, as can be
seen from Table 4. Note that it is not the total population increase of 40% that causes the
bias. If the increase were the same in all counties, the population shift bias would be
zero.

The bias estimates in Tables 1, 3, and 4 were calculated using 20,000 random repli-
cations of the fixed number of cases. The 95% confidence intervals are ±0.007 when the
estimate is around 0.50, and ±0.003 when the estimate is around 0.05. If the Poisson ap-
proximation is used instead of the Barton-David approximation, the total bias is about
the same or higher (not shown), as would be expected considering Table 1.

As Tables 3 and 4 show, the population shift bias increases with an increased num-
ber of total cases observed. Why? By definition, the population shift bias is the proba-
bility that a method will detect space-time interaction due to the population shift when
there is no space-time interaction of any other kind. That is, a method’s population shift
bias is identical to its power to detect a population shift using a random sample from
the population. The larger the random sample, the greater the power; by consequence,
the more cases, the bigger the population shift bias. In a sense, this is a Catch-22 situa-
tion. We could reduce the population shift bias by analyzing a smaller number of cases,
but that would also reduce the power to detect space-time interaction due to any bio-
logical phenomena of interest.

The population shift bias also varies with the choice of critical geographical dis-
tance. Such differences are data-dependent. Consider a situation in which the child
population over time is identical in several cities, but in which, within those cities, there
is a continuous child population shift. New suburbs have many small children who
grow older together with the suburbs until they move out and leave a predominantly
adult population behind. This will lead to a population shift bias for small values of the
critical geographic distance, but not necessarily for large ones. On the other hand, in-
creased critical distances will result in more space-time case pairs, increasing the power

THE KNOX METHOD AND OTHER TESTS FOR SPACE-TIME INTERACTION 451



452 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE

Note: The difference between these numbers and those in Table 1 is the population shift bias.

Table 3 Estimated True Significance Levels for the Ordinary Knox Test Using the Barton-
David Approximation, When the Nominal Levels Are α=0.05 and  α=0.01, for the Childhood
Population in Sweden, 1976–1994



to detect a population shift and thus increasing the population shift bias. Hence, differ-
ent phenomena may work in opposite directions.

The population shift bias also depends on the level of aggregation. If there are very
local population shifts, then it is possible to reduce the bias of the ordinary Knox test by
combining areas in which the shifts are in opposite directions from the overall average
population growth. Taking this one step further, it is worth pointing out that one way
to construct an unbiased Knox test is to aggregate data in such a way that each aggre-
gated area has the same population growth curve. In practice, though, this is hard to ac-
complish because populations aggregated into the same area must be very close to each
other for the test to be meaningful. A better way to obtain an unbiased test is proposed
in the following section.
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Table 4 Estimated True Significance Levels for the Ordinary Knox Test Using the Barton-
David Approximation, When the Nominal Levels Are α=0.05 and α=0.01, for the Population in
New Mexico, 1973–1991



An Unbiased Knox Test

To obtain an unbiased version of the Knox test, it is necessary to know the background
population and its temporal trends. Using such data, one can obtain random replica-
tions of cases generated under the null hypothesis. These replications can then be used
for hypothesis testing using the Monte Carlo procedure. Randomizing in proportion to
the population size at each time and place adjusts for the population shifts.

In creating an unbiased Knox test, one must be careful as to how to implement the
Monte Carlo method. For example, the Monte Carlo approach suggested by Mantel (1)
does not work for this purpose. This is because Mantel proposes to randomize cases
using random permutations of spatial and temporal observations conditioned on the
set of spatial and set of temporal values, rather than randomizing completely new cases
from the background population. The former is the preferred way to do the test when
there are no population shifts—when it is not necessary to make distributional approx-
imations—but it does not eliminate the population shift bias.

Neither does it work to simply calculate the Knox test statistic X and, in the normal
Monte Carlo fashion, compare its values in the real and randomized datasets. Doing so
would give a valid unbiased test, but the value of the test statistic would be high due
to purely spatial clustering, purely temporal clustering, or temporal trends. Hence, it
would no longer be a test for space-time interaction, but instead a test for global space-
time clustering, as discussed by Kulldorff (19).

A way to eliminate the population shift bias and at the same time retain the space-
time interaction test is as follows:

1. Generate random datasets for which each random replication has the same
number of cases as the real data. The location and time of each case should be
random, with probability proportional to the population size for that location
and time or to the expected number of cases under the null hypothesis, adjusted
for potential confounders such as age.

2. Calculate the test statistic X for the real and random datasets.
3. For each dataset, normalize X using the Barton-David-based approximation:

This is necessary because Nt, Ns, N2s, and N2t change in each simulated
dataset.

4. Rank N(X) for the real and random datasets. If the former is among the 5% high-
est, reject the null hypothesis of no space-time interaction at the 5% significance
level. The corresponding simulated p-value is R/(REP+1), where R is the rank
of N(X) from the real dataset and REP is the number of Monte Carlo replications.

For the third step we chose to use the Barton-David-based approximation. Using
the Poisson-based approximation will also give an unbiased test. Because only the rel-
ative rank is of interest, the accuracy of the approximation is unimportant as long as the
ranking it creates is unchanged. The Monte Carlo option for approximating the distri-
bution of X is less practical, as choosing it would mean running one Monte Carlo sim-
ulation embedded within another, quite a time-consuming task even for a computer.
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Table 5 shows the application of the unbiased Knox test to lung cancer in New
Mexico from 1973 to 1991. These data were collected by the New Mexico Tumor
Registry for the National Cancer Institute’s Surveillance, Epidemiology, and End
Results (SEER) program. Table 6 presents the unbiased Knox test as applied to all types
of childhood leukemia in Sweden from 1973 to 1994. In both cases, 19,999 Monte Carlo
replications were performed. The resulting p-values are given for a range of spatial and
temporal critical distances. For comparison, the nominal but biased p-values using the
Poisson and Barton-David approximations are given in parentheses.

For the lung cancer data, the unbiased Knox test gives no evidence of any space-
time interaction. In contrast, when the population shift bias is not adjusted for, some of
the p-values are very small, giving a false impression of space-time interaction. For the
leukemia data, out of 30 tests for different critical distances, 8 are significant at the 0.05
level when the unbiased Knox test is used. This may indicate some level of space-time
interaction, but it is hard to judge because there is considerable multiple testing in-
volved. This is discussed in the next section.

An Unbiased Combined Knox Test

When the ordinary Knox test is applied, a key feature is the choice of critical distances.
Because the scale at which clustering may exist is often unknown, the test has often
been applied for a whole range of possible values (e.g., Gilman and Knox, 1995 [14]).
This is valuable for estimating the scale of clustering, but it also introduces multiple
testing, and if the test is significant for some critical distances but not for others, as in
Table 6, then the result is hard to interpret. One solution is to apply some Bonferroni-
type adjustment, but because the different tests for different critical distances are statis-
tically dependent, such a procedure is overly conservative and is not commonly used.
Using the same basic idea as Baker (13), one can obtain an unbiased combined Knox test
as follows.
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Note: In parentheses are the biased p-values from the ordinary Knox test using the Poisson and Barton-David
approximations (Poisson/Barton-David). Adjusting for the multiple testing, the unbiased combined p-value is
.472.

Table 5 Unbiased p-values When the Knox Test Is Applied to 9,254 Cases of Lung Cancer in
New Mexico, 1973–1991, Using Different Critical Distances



1. For the real and random datasets, calculate the test statistic Xd for each of several
combinations of critical distances.

2. For each choice of critical distances, calculate the normalized test statistic N(Xd)
as described in “An Unbiased Knox Test.”

3. For each dataset, select the maximum value of N(Xd) taken over all sets of criti-
cal distances, M=maxdN(Xd).

4. Rank the maximum values M coming from the real and random datasets. If the
former is among the 5% highest, reject the null hypothesis of no space-time in-
teraction at the 5% significance level. The corresponding simulated p-value is as
before—R/(REP+1), where R is the rank of M from the real dataset and REP is
the number of Monte Carlo replications.

For the Swedish childhood leukemia data presented in Table 6, the p-value for the
unbiased combined Knox test is 0.237. This indicates that there was no significant
space-time interaction of childhood leukemia in Sweden during the period 1973–1994.
From an epidemiological viewpoint, though, it is not necessarily the union of all types
of leukemia that is of primary interest in a space-time analysis. More detailed analyses
by subgroup will be presented in a medicine-oriented paper.

A combined Knox test can be seen not only as a way to account for the multiple test-
ing of several Knox tests, but also as a test in itself to be compared with other space-
time interaction tests. Some of these, including Mantel (1), were proposed precisely to
avoid the arbitrariness in the choice of critical distances. They are not the same as the
combined Knox test, though.
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Note: In parentheses are the biased p-values from the ordinary Knox test using the Poisson and Barton-David
approximations (Poisson/Barton-David). Adjusting for the multiple testing, the unbiased combined p-value is
.237.

Table 6 Unbiased p-values When the Knox Test Is Applied to 1,592 Cases of Childhood
Leukemia in Sweden, 1973–1994, Using Different Critical Distances



Mantel (1) and Diggle et al. (12) sum up the value of several Knox tests and use the
combined sum as an omnibus test statistic. Diggle et al. do the summation for a finite
set of critical distances, while Mantel uses a general function leading to continuous
summation (integration) if the function is continuous, and to the ordinary Knox test if
a dichotomous indicator function is used. The combined Knox test, on the other hand,
picks the maximum rather than the sum over a finite set of critical distances.

The choice of method depends on the set of alternative hypotheses for which the
user wants to maximize the statistical power. An advantage of the approaches taken by
Mantel and Diggle et al. is that they model a gradual decrease in the strength of space-
time clustering with increasing distance. A drawback is that the relative strengths at dif-
ferent distances have to be specified a priori. The combined Knox test, on the other
hand, models an abrupt cutoff point just like the ordinary Knox test, in which the
strength of space-time clustering is constant within the critical distance and zero out-
side. Unlike the Knox test, though, the critical distances do not need to be specified a
priori, and unlike the Mantel and Diggle et al. tests, the relative strengths of clustering
at different distances need not be specified. This has two advantages. It is not necessary
to limit the scale of space-time interaction to be tested for, and the result provides not
only an overall p-value but also, if the result is significant, an indication of the scale at
which the space-time interaction operates.

Discussion

In looking at the population shift bias of space-time interaction tests, we have focused
on the Knox method because it is the method most widely used for epidemiological
data. Such bias is also present in other space-time interaction tests, proposed by David
and Barton (10), Mantel (1), Pike and Smith (11), Diggle et al. (12), Jacquez (4), and Baker
(13). The Mantel test, and even more so the Jacquez test, have been shown to have
higher power than the Knox test for certain alternative hypotheses (4). Ironically, this
also means that the population shift bias is higher, because a test’s population shift bias
is simply its power to detect the space-time interaction inherent in the population dis-
tribution. Fortunately, the procedure for constructing the unbiased Knox test can also
be used for the Mantel and Jacquez tests, in the same simple fashion.

An unbiased combined Jacquez test would be especially attractive. Rather than
using fixed geographic distances as Knox (5), Mantel (1), and Diggle et al. (12) have
done, Jacquez (4) defines distances in terms of nearest neighbors, so that cases 1 kilo-
meter apart are considered to be close to each other in a rural area but not necessarily
so in a densely populated city. This increases the power when there is space-time inter-
action in less-populated areas.

No matter which space-time interaction test is used, it would have been ideal to
show that, for practical purposes, the population shift bias is more or less irrelevant.
Unfortunately, that is not the case (see “Estimation of the Population Shift Bias”). This
leads to two questions: How do we do this type of analysis in the future? How do we
interpret past results in light of the bias that may be associated with them?

To perform an unbiased test for space-time interaction in an area, we need under-
lying population data for that area. These data are sometimes harder to get than the case
data. If a proper test is to be performed, there is no way around this, but in some cases
there is a shortcut. The ordinary space-time interaction tests are all liberal. Therefore,
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we know that if there is no significant space-time interaction using the ordinary test,
then space-time interaction will not be significant according to the unbiased version.
This suggests a two-stage procedure. First, collect only the case data and use one of the
ordinary space-time interaction tests. If the result is non-significant, then there is no
need to obtain the population data and the negative results can be published as such. If
the result is significant, though, the population shift bias may be affecting it. It is then
important to obtain population data and apply the unbiased version before making any
conclusions.

Caution should be used in interpreting results that have already been published. If
a result is non-significant, then it is fine. If the study period was only one or two years,
the population shift bias is probably not a major problem because differential changes
in population sizes did not have much chance to accumulate. For datasets spanning 10
or 20 years, though, there is really no way of knowing how reliable the results are with-
out reanalyzing the data using an unbiased approach. For any past results that are con-
sidered important from an etiological or public health standpoint, we recommend that
the data be reanalyzed using the unbiased version of any of the space-time interaction
tests.
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Abstract

In the first phase of the Cape Cod Breast Cancer and Environment Study
we used a geographic information system (GIS) as the central management
and analysis tool in a detailed cancer surveillance effort and community-level
study. We mapped patterns of breast cancer incidence in relation to environ-
mental exposures of concern including infiltration of waste water into drink-
ing water and large-scale historical pesticide use. We developed methods to
compensate for some limitations in the data including differences in source
scales. Part of our work included using the GIS together with a statistical pro-
gram for exploratory data visualization. We used the statistical program to
explore the effects of using different cutpoints to define categories of both
exposure and disease. This exploratory analysis brought together data on US
Census units with geographic information on point and non-point sources of
environmental pollution from a range of data sources. Results from this first
phase of research were used to plan a case-control study that began in the fall
of 1998.

Keywords: breast cancer, endocrine disrupters, drinking water, waste
water

Introduction

With increasing access to health surveillance data from state cancer registries and other
sources, communities across the country are learning how disease rates in their area
compare with those in other areas. As new statistics are published, high incidence com-
munities want to know why their rates are high and how to bring them down. The
Cape Cod Breast Cancer and Environment Study illustrates how geographic informa-
tion system (GIS) technology can be used both to develop more accurate and detailed
descriptions of disease incidence and to explore the causes. The study is being con-
ducted by the Silent Spring Institute, a nonprofit research organization dedicated to
studying the links between women's health and the environment. The Institute is
funded by the Massachusetts Department of Public Health.

When the Cape Cod Study began in 1994, Massachusetts Cancer Registry data in-
dicated that age-adjusted breast cancer incidence was significantly higher in a majority
of Cape Cod towns than in the state as a whole. Alarmed by these statistics, citizen ac-
tivists, public health officials, and researchers began sifting through possible explana-
tions. Were high breast cancer rates due to characteristics of women who live on the
Cape, better mammography screening, or something about the environment?

Information about the population of Cape Cod suggested that it was substantially
similar to the rest of the state. In contrast, the environment of the Cape is obviously
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different. Nearly all of the population relies for its drinking water on groundwater from
a sand and gravel aquifer overlain by sandy soils, so drinking water wells are vulnera-
ble to contamination from septic tanks and other land uses. Historically, pesticide use
on the Cape may have been greater than elsewhere because of the large number of cran-
berry bogs, golf courses, and trees susceptible to gypsy moth and other pests. In addi-
tion, the Cape hosts two military facilities. All of these factors pointed to the
environment as a possible key to understanding breast cancer on the Cape. Because no
single factor stood out as a likely cause of the elevated breast cancer incidence, however,
it was important to design a study that would allow the exploration of many factors.
Considering multiple factors also was important given the complexity of the disease
and the possible effects of carcinogens, tumor promoters, and genetics.

Methodology

Faced with the challenge of investigating the relationship between a complex disease
and multiple environmental factors within a 440-square-mile region, the Silent Spring
Institute proposed developing a GIS to be used as the central data management and
analysis tool for the study. We used the GIS to further define the problem of breast can-
cer on Cape Cod by conducting a detailed cancer surveillance effort. We also began to
characterize the environment of the Cape, identify differences within the Cape, and ex-
plore relationships between the breast cancer incidence and environmental features.

In our cancer surveillance effort we used the GIS to geocode the addresses of 2,173
women with breast cancer for the period 1982 to 1994 (the full set of addresses currently
available from the Cancer Registry). We also used residential land use data to refine es-
timates of populations for intercensal years. We used these refined population estimates
to calculate standardized incidence ratios (SIRs) for towns, census tracts, and census
block groups. The results of this cancer surveillance effort indicate that breast cancer in-
cidence is about 20% higher on the Cape compared with the rest of Massachusetts.

When we looked at breast cancer incidence in geographic units smaller than the
town, we identified six geographic areas scattered across the Cape where the excess
cancer incidence is focused (Figure 1). We were particularly interested to note elevated
incidence in the area of the Massachusetts Military Reservation (MMR), a Superfund
site. A case-control study previously conducted in this part of the Cape by members of
our research team also identified a statistically unstable association between breast can-
cer and the gun and mortar positions at the MMR (1). These sites were not only used
for artillery practice, but also for burning propellant bags. Dinitrotoluene, a known
mammary carcinogen in animals, is one of the chemicals found in the propellant. Other
areas of elevated incidence are southern Falmouth; south Barnstable; a mid-Cape area
including parts of Yarmouth, Dennis, and Harwich; a section of Orleans and Chatham;
and south Truro.

We began using the GIS to explore how the environmental features in the areas of
elevated incidence differ from the features in the rest of the Cape and in the rest of the
state. We especially focused on environmental features that might be related to expo-
sure to endocrine disrupting compounds (EDCs). EDCs include several chemicals that
act like estrogens and are found in common commercial products and in the environ-
ment. Because breast cancer has been shown to be associated with lifetime exposure to
natural estrogen, it is plausible that there might be a link between synthetic chemicals
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that act like estrogen and breast cancer. We gathered data about two potential routes of
exposure to EDCs on Cape Cod: exposure to pesticides through inhalation, dermal con-
tact and ingestion, and exposure to drinking water impacted by waste water.

We used the GIS along with historical records and land use data to map areas of
pesticide use. We focused on pesticides used on cranberry bogs and golf courses and
those used to control tree pests. Our work using the GIS to study pesticides was
described in a demonstration project for this conference.

Waste water has been shown to contain endocrine disrupting compounds. For sev-
eral years, local, state, and federal agencies have been concerned about the impact of
development on the Cape and of waste water disposal practices on the aquifer. The US
Geological Survey collected data on analyses of private wells conducted by Barnstable
County Health and Environment Department. Researchers have focused on nitrate-ni-
trogen as an indicator of water quality. Natural nitrate concentrations on the Cape are
low, less than 2 mg/L. Waste water and fertilizer can cause nitrate concentrations to be
elevated.

In an ecological epidemiology analysis we conducted using data from the cancer
registry, we did not see any association between breast cancer incidence and elevated
nitrate levels in drinking water. In the interest of getting the most out of readily avail-
able data, we explored the data further with statistical and data visualization software
in order to generate hypotheses for further study.

We used the GIS to investigate how much the population and environmental fea-
tures vary within the Cape and found substantial variation. One difference within the
Cape that stands out is the distinction between the Lower Cape—the easternmost
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Figure 1 Breast cancer incidence by census tract, 1982-1994. Cape-wide breast cancer inci-
dence was 20% higher than the rest of Massachusetts for this period. The circled areas are
subregions of Cape Cod where the excess breast cancer incidence is concentrated.



part—and the rest of the Cape. The population density in this region, with the excep-
tion of Provincetown at the tip of Cape Cod, is lower than most of the rest of the Cape
(Figure 2). The Lower Cape towns of Truro, Eastham, and Wellfleet are almost entirely
dependent on private wells for their drinking water supply.

Two factors that we speculated might be associated with water quality in areas
served by private wells are housing density and housing age. Obviously, areas of dense
housing would contribute more waste water to the aquifer. Older housing may include
homes with cesspools and other waste water disposal systems that do not meet today's
standards. In addition, the longer a septic tank is in operation, the greater the impact it
will have on the aquifer. Housing density information was available from land use data
and census data. Age of housing information was available from the census at the block
group level.

Within the Lower Cape we found some variation in housing density (Figure 3) and
age of housing (Figure 4). Denser and older residential areas were concentrated in the
town centers. Wellfleet Center stands out as a location with particularly high density
and old homes.

We created a series of scatter plots of SIRs by census block group versus percent
housing greater than a specified number of years for those block groups of the Cape
that are primarily dependent on private wells. We found that there did not appear to be
an association when the x-axis was percent housing greater than 20 years. When we
looked at percent housing greater than 50 years old there appeared to be a weak posi-
tive correlation (Figure 5). The correlation was strongest if only the census block groups
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Figure 2 Population density by census block group, 1990. There are differences in both the
environment and the population within the Cape. The towns of the Lower Cape, inside the rec-
tangle, have lower population density.
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Figure 4 Percent old housing. The age of housing also varies within the Lower Cape.
Wellfleet Center, in the middle of the figure, stands out as an area with old, dense housing.

Figure 3 Percent high-density housing, 1971. Within the Lower Cape there are differences in
housing density. Areas of higher density may have more wells impacted by waste water dis-
posed of in septic tanks.



of the Lower Cape were considered. Wellfleet Center stands out as an outlier with old
homes and dense housing but low breast cancer incidence.

We also developed a simple scheme to take into account age of housing and hous-
ing density together. We calculated a housing risk index (HRI) according to the follow-
ing formula:

HRI=a+d
where: 
a=percent of old housing
d=percent of residential land in smaller than ½-acre lots up to a maximum value of ‘a’

We assumed that if there was more dense housing than old housing then the excess
dense housing must be new. We created a series of plots of SIRs versus the HRI
(Figure 6). We found that the association between incidence and age of housing for the
Lower Cape became even stronger when housing density was taken into account using
the HRI.

Conclusion

We do not intend this sort of exploratory analysis to be used as evidence that certain en-
vironmental factors are responsible for the elevated breast cancer. A major limitation of
this analysis is the lack of information available about confounding factors. For exam-
ple, risk of breast cancer incidence has been shown to be correlated with elevated so-
cioeconomic status (SES). It is possible that in the Lower Cape, the areas of older homes
may be areas of higher SES because the older homes might be more desirable in this
area. Ecological epidemiology analyses are intended to be hypothesis generating. In our
case, the analyses suggest that the hypothesis that breast cancer incidence is associated
with exposure to drinking water from shallow wells in areas of old and dense housing
should be refined to focus on exposure in areas with high percentages of housing
greater than 50 years old.

We are gathering data about confounding factors in a case-control study begun
in the fall of 1998. GIS has been incorporated into the design of this study from the
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Figure 5 Breast cancer incidence and age of housing. Standardized incidence ratios (SIRs)
by census block group were plotted against percent of old housing for the block groups where
private wells are the primary source of drinking water. The correlation between breast cancer
incidence and age of housing is highest when housing over 50 years old is used for the x-axis.
The lighter dots are the block groups of the Lower Cape and the darker dots are the block
groups for the rest of the Cape. Wellfleet Center stands out as a block group with low breast
cancer incidence and old housing in the lower right of the plots.



beginning. GIS data compiled in the first phase of our study are being used to develop
exposure variables in the current case-control phase. The exploratory analyses we con-
ducted in the first phase of our study illustrate some of the kinds of analyses that can
be done when GIS data are combined with disease incidence data.
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Figure 6 Breast cancer incidence, age of housing and housing density in the Lower Cape.
The correlation between breast cancer incidence and age of housing is stronger when the
age of housing is weighted to account for housing density. Wellfleet Center was excluded from
this plot.
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Abstract

The distribution of 3,001 cases of verocytotoxigenic Escherichia coli (VTEC)
reported in the province of Ontario, Canada, was examined to describe the
magnitude of this condition geographically and to evaluate the spatial rela-
tionship between livestock density and human VTEC incidence using a geo-
graphical information system (GIS). Incidence of VTEC cases had a marked
seasonal pattern with peaks in July. Areas with a relatively high incidence of
VTEC cases were situated predominantly in areas of mixed agriculture. Spatial
analyses were done for the southern regions of the province. Spatial models in-
dicated that cattle density had a positive and significant association with
VTEC incidence of reported cases (p=0.000). An elevated risk of VTEC infec-
tion in rural population could be associated with living in areas with high cat-
tle density. Results of this study suggested that the importance of contact with
cattle and the consumption of contaminated well water or locally produced
food products may have been previously underestimated as risk factors for
this condition.

Keywords: VTEC, mapping, surveillance, spatial analysis, cattle density

Introduction

Data on 3,001 verocytotoxigenic Escherichia coli (VTEC) cases reported in Ontario,
Canada, from January 1990 to December 1995 were extracted from the Ontario Ministry
of Health’s Reportable Disease Information System database. Cases of VTEC infection
are defined as persons with compatible clinical signs for which verocytotoxin was de-
tected from stool specimens; persons with compatible clinical signs and for which one
or more strains of VTEC was isolated from stool or blood; or, any symptomatic person
with an epidemiologic link to two or more laboratory-confirmed VTEC cases. Farm an-
imal distributions and land use data were obtained from the 1991 Census of
Agriculture for Ontario (1).

Spatial Regression and Mapping

All cartographic outputs were produced by ArcView 3.1 (ESRI, Redlands, CA). In ad-
dition to providing a relational linkage between databases and the production of maps,
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the software was used to perform several spatial manipulations including the calcula-
tion of the county’s total area and centroid coordinates (latitude and longitude), the
Euclidian and geographical distances between each pair of counties, and the produc-
tion of contiguity and inverse distance matrices used for spatial autocorrelation and
regression. The Moran’s I (2) and G statistics were calculated to explore the spatial dis-
tribution of VTEC cases across the 49 counties of Ontario (Figure 1).

Variables used in the modeling process included proportion of the total land that is
cultivated (PCULTI); cattle density (TCDENS); dairy cattle density (TDDENS); density
of livestock other than cattle (NOCATDENS); and livestock density (AUDENS) (3). An
additive seasonal variation model was used to describe the temporal variation of VTEC
cases over the six-year study period. This model includes a trend (Tt), a seasonal effect
(St), and an error component (It) (Figure 2).

Geographical Distribution

The Moran’s I index indicated an overall significant spatial autocorrelation of VTEC in-
cidence in Ontario regardless of the underlying null distribution or the weight matrix
chosen for the calculation (p <0.005). For most regions, the geographic distribution of
cattle density by county presented a geographic pattern similar to the one described for
human VTEC cases (Figure 3). Counties with higher cattle density were located in three
different areas of Ontario (Figure 4).
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Figure 1 Sources of data.
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Figure 3 VTEC incidence in Ontario, Canada, 1990–1995. Direct standardized VTEC rates
per county (per 10,000 population).
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Figure 2 Linear trend and moving average for VTEC time-series, Ontario, Canada, 1990–
1995.
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Spatial Regression

In the first spatial regression approach, southern regions (south, west, central, and
east) were analyzed separately from the northern region. The northern section of
Ontario was omitted from the analysis. Besides the spatial error coefficient—latitude
(YCOORD) and longitude (XCOORD)—the best predictors for the southern models in-
cluded cattle density (TCDENS) (p=0.012) in a first model (A) and livestock density
(AUDENS) (p=0.005) in a second model (B). In these models, the strong effect of lati-
tude and longitude variables suggested some meaningful and undescribed spatial
process influencing the outcome.

In the second approach, a spatial regimes model (4,5) was implemented to take into
consideration different intercepts and/or slopes in the regression equation for the five
agricultural regions of Ontario. The variable selection process resulted in a third model
that included only the explanatory variable “total cattle density.” Positive and signifi-
cant coefficients representing the regional effects of cattle density on the incidence of
human VTEC cases were calculated for the southern and western regions and negative
and significant coefficients were associated with the eastern and northern regions. A
positive but not statistically significant coefficient was estimated for the cattle-VTEC re-
lationship in the central region.

Time Distribution

Observed rates of VTEC cases and predicted values from the additive seasonal model
are presented in Figure 2. Visual assessment shows that the model fit the observed val-
ues closely, with some underestimation for the summers of 1990, 1991, and 1995 (coef-
ficient of determination for the model: R=71.4%).

472 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE

Figure 4 Cattle density in the Province of Ontario. Total cattle per hectare of total land.
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Conclusion

Results of the present study suggest that farm animal density, and particularly cattle
density, is a significant predictor of human VTEC incidence in many regions of Ontario.
This finding supports the possibility that direct and indirect human contact with reser-
voir animals is an important mode of transmission of VTEC organisms. In areas with
higher cattle density, factors that could be responsible for VTEC transmission include
the contamination of surface water and shallow wells by cattle manure; working with,
or being in close contact with cattle; and, consumption of food produced and processed
locally. It is understood that, under the limitations of the present study design, the ob-
served association between human VTEC incidence and cattle density may not be
causal. The importance, however, of such information for the public health and agri-
culture sectors underscores the need to promote further studies, including specific eval-
uations of the comparative risk of disease acquisition between rural and urban human
populations, as well as investigations of environmental risk factors associated with
human exposure to the cattle.

The temporal distribution of human VTEC cases reported in Ontario is regular with
one seasonal peak in mid-summer. The regularity in the provincial cyclical pattern gen-
erated a very good fit between the observed monthly VTEC incidence and the expected
level based on an additive seasonal variation model. A secondary objective in estimat-
ing the seasonal model was to provide reference values for a comparison of observed
regional VTEC incidence and a 95% prediction interval based on the Ontario model. For
most areas, the model could therefore be used to monitor observed surveillance data
and point out unexpected temporal clusters of VTEC cases in a given region.

Future Directions

The national technical steering committee on foodborne, waterborne, and enteric dis-
ease surveillance of the Laboratory Centre for Disease Control (LCDC), Health Canada,
has recently suggested that the project on the geographic surveillance of VTEC data in
Ontario be expanded nationally to include other reportable enteric conditions such as
campylobacteriosis and salmonellosis. This impulse has lead to the development of the
National GIS Enteric Surveillance Initiative. The main objective of this initiative is to de-
velop the capabilities and expertise to analyze and interpret geographically referenced
surveillance data on priority foodborne pathogens with corresponding demographic
and environmental information, and to make use of these resources in various surveil-
lance activities and targeted studies in collaboration with public health partners. The
initiative is also closely linked with various components of the National Health
Surveillance Infostructure, which is supporting the development of a nationally inte-
grated electronic health information network and includes the Canadian Integrated
Public Health System (CIPHS), the Spatial Public Health Information eXchange
(SPHINX), and the Geomatic Information System Infrastructure. The current research
focus of the GIS surveillance initiative includes the epidemiology of high priority food-
borne and waterborne enteric pathogens, the antimicrobial resistant enteric organisms
transmitted from food and animals to humans, and the development of indices de-
scribing the environmental hygienic pressure linked to intense agriculture and livestock
density.
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Abstract

Padre Cocha is a village of 1,400 inhabitants, situated in an area of epi-
demic vivax and falciparum malaria in the Peruvian Amazon. During the
1997–1998 transmission year, there were 1,157 Plasmodium vivax infections and
232 Plasmodium falciparum infections diagnosed at the village health post. As
part of an ongoing study of malaria transmission in Padre Cocha, the village
was mapped using global positioning system (GPS) hardware over the course
of one week. Differential GPS correction of locations of all features mapped
yielded a positional standard deviation of ±0.2 meters. Mapping of household
malaria incidence data revealed areas of consistently high malaria infection
density and a central area of low malaria incidence. This pattern suggests that
transmission dynamics are heterogeneous within this village of approximately
1 square kilometer. The use of geographic information system (GIS) techniques
to explore spatial relationships contributed to generating hypotheses when ap-
proaching this previously unstudied site, to exploring patterns of malaria case
distribution, and to directing further entomological and epidemiological field
work and malaria control measures. Proficiency with the required GPS equip-
ment and GPS/GIS software was achieved by previously inexperienced users
during a one-week training session, after which the on-site team was able to
continue to use the system to successfully complete the project.

Keywords: malaria, Amazon, Plasmodium falciparum, Plasmodium vivax,
Anopheles darlingi

Introduction

Malaria in Peru has undergone explosive growth during the 1990’s, particularly in the
Amazonian region of Loreto where more than 60% of the cases have occurred (Figure
1). Causes for the epidemic rise in Plasmodium vivax (P. vivax) and Plasmodium falciparum
(P. falciparum) infections are thought to include the arrival of the highly efficient vector,
Anopheles darlingi (An. darlingi); the dismantling of household residual insecticide
spraying programs that took place prior to the 1990’s; the changing patterns of river
use; and the ecological disruption related to increasing jungle settlement and natural
resource exploitation (1,2,3,4).

There has been relatively little study of specific factors related to malaria acquisi-
tion and transmission in the Amazon basin, despite the resources that have been
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expended on treatment and control. Studies in Rondônia, Brasil, have shown that
malaria is principally related to forest-based occupations such as gold mining and log-
ging (5,6). In the Department of Loreto, Peru, malaria is more common in adults, par-
ticularly males, suggesting occupational risk as well (2,3). In other parts of the world,
studies have highlighted the heterogeneous nature of malaria incidence and vector dis-
tribution within small areas (7,8), as well as the relationships of household malaria risk
to vector abundance and distance from vector breeding sites (9,10,11). There have been
no studies investigating specific malaria risk factors or spatial relationships in malaria
transmission in Loreto to date. As part of an ongoing study of the epidemiology and
transmission of malaria in Padre Cocha, Peru, the village was mapped using differen-
tial global positioning system (GPS) technology and spatial patterns of the distribution
of malaria during the 1997–1998 transmission season were explored.

Materials and Methods

Padre Cocha is a village of 1,400 inhabitants, situated 5 kilometers (km) from Iquitos,
the capital of Loreto (Figure 2). The village lies at the side of the Nanay River in a high
malaria transmission zone (latitude 3°41'55" S; longitude 73°16'39" W; altitude 122 me-
ters [m]). Between the river and village lies a cocha, a lake fed by the river, which ex-
pands and contracts with the river level. The central portion of the village has been
cleared; the periphery is ringed by scrub and secondary forest, some of which is inun-
dated during high-water months. Mean annual rainfall is 4.3 m, and the river fluctuates
approximately 10 m throughout the year, peaking in April and May. There are 235
households with a mean of 6 occupants (sd=±3). House construction consists of two
basic types—traditional boards or logs and thatched roofs, and newer brick and con-
crete with sheet metal roofs. Malaria is perennial with peak transmission during the
wetter months of January through June.

In November 1997, all houses, streets, public buildings, and other features of inter-
est in Padre Cocha were mapped in a five-day period using Trimble ProXR GPS
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Figure 1 Malaria in Loreto, Peru, 1990–1997.



receivers. GPS receivers capture radio frequency signals continuously emitted by 21
navigational satellites orbiting the earth at an altitude of approximately 20,200 km (12).
During the Padre Cocha mapping, data were received from at least four satellites at any
given time, permitting the calculations of latitude, longitude, and altitude. The exact
methodology for how position fixes are computed is described in detail elsewhere
(12,13).

Error in GPS position determinations arises from several uncontrollable sources, in-
cluding atmospheric and topographic conditions, orbital and clock error, receiver noise,
and most importantly, selective availability, the intentional error component built into
the signal of each satellite. Selective availability varies with time and from one satellite
to the next. Thus, errors are highly correlated with respect to time if readings are all
from the same satellite group, while changes in satellite group members being used to
measure positions yield abrupt changes in computed locations. The resultant variation
in measurement error can lead to significant compromise of the accuracy of calculated
positions. In the absence of adjustment, error in positional accuracy can be as high as
100 m (10,12,13).

To circumvent these sources of errors, post-processing differential correction of lo-
cational data, or differential GPS, was employed. For this technique, two receivers stor-
ing simultaneous signal information and subject to the same sources of error are
required. One receiver is placed at a fixed known location, the base station, while the
other is used to record information at remote sites of interest. The data from each re-
ceiver are downloaded to a computer program with differential correction capability,
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Figure 2 Map of Peru. The study site of Padre Cocha is located 5 km northwest of Iquitos.



are synchronized, and the base station information is used to calibrate the positions
recorded by the mobile unit.

For the Padre Cocha mapping, one receiver was placed on the middle of a marker
with coordinates previously identified by a US Geologic Service survey at the Peruvian
Naval Base in Iquitos (latitude 3°44'05" S; longitude 73°14'25" W; altitude 95.5 m). This
receiver served as the base station and collected data continuously, while the second re-
ceiver simultaneously recorded village feature positions. The locations of all village
point features (houses, shops, public buildings, wells) were measured for two minutes
with positional fixes taken at one-second intervals. For line and area features, positions
were recorded at three-second intervals as lengths or borders were walked. The perime-
ter of the cocha was recorded from a canoe paddled around its circumference, using a
constant offset from the shore. Each house was assigned a unique household identifi-
cation number at the time that it was mapped, and information about construction type
and the presence of home businesses was also recorded. Pathfinder Office software,
version 1.10 (Trimble Navigation, Sunnyvale, CA) was used to perform differential cor-
rection of all feature locations and to create a locational database for use in geographic
information system (GIS) analyses. In May 1998, new houses erected during the study
year were mapped and added to the database.

At the time of the initial Padre Cocha mapping, a community-wide census was per-
formed to obtain basic demographic information. Each identified resident was assigned
a unique personal identifier and household address. During the course of the study
year, the census database was updated as new residents were identified and former res-
idents moved away. In May 1998, a second village-wide census was performed to ver-
ify the completeness and accuracy of all demographic information.

Malaria case data were collected continuously at the Padre Cocha Health Post from
August 1, 1997, through July 31, 1998. Individuals with symptoms suggestive of
malaria received Giemsa-stained blood smear examinations by experienced Ministry of
Health (MOH) microscopists. Those whose blood smears demonstrated malaria para-
sites were considered cases and were treated in accordance with Peruvian MOH proto-
cols. Information about smear positivity and treatment response was entered into a
registry kept at the Health Post, and was subsequently abstracted and entered into an
EpiInfo, version 6.04 (CDC, Atlanta, GA), computer database. Individual malaria case
data were grouped by the household in which the infection occurred, and incidence for
each household was calculated as the number of malaria episodes occurring during a
given time period in each home, divided by the number of people residing in that home
during that time period. Because there was movement of residents in and out of house-
holds during the year, the incidence for the study year was determined by calculating
household incidence for each half of the year, and then summing the two six-month in-
cidences. Household incidence for the low-transmission dry season (August–
November), high-transmission wet season (December–March) and the transitional sea-
son of declining transmission (April–July) were calculated in the same manner.

Entomologic investigations began in Padre Cocha in March 1998. The results of a
pilot study of vector abundance performed in late March to July 1998 are the source of
data used in this analysis. Adult female mosquitoes were captured at four study sta-
tions using indoor and outdoor human landing catches. Mosquitoes were collected by
a team of technicians working four consecutive nights from 6:00 PM to 6:00 AM, in
twice-monthly cycles. The numbers of female anopheline mosquitoes detected were
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entered into a computer database by species, parity, and location of capture. The total
number of Anopheles mosquitoes captured both indoors and outdoors at each station
was calculated and used for comparison with the human malaria case distribution for
April through August 1998.

ArcView software, version 3.0 (Environmental Systems Research Institute, Inc.,
Redlands, CA), was used for GIS analysis. The Pathfinder locational database was ex-
ported as ArcView shape files, entered into ArcView and then merged with household
malaria data exported from EpiInfo in Dbase format. Surface interpolations were per-
formed with ArcView Spatial Analyst in order to make patterns of household-specific
malaria transmission easier to interpret. This methodology summarizes information
collected for all data points within a fixed distance from a given location; or, for a pre-
determined number of nearest neighbors, computes the mean or median and applies
this smoothed estimate to the entire area under consideration. Observations are
weighted proportionally to their distance from the center of the defined area. We used
linear weighting and restricted consideration to only those households lying within
50 m of each specified point.

This work was conducted under research protocols approved by the scientific and
human use committees of the Walter Reed Army Institute of Research (WRAIR Protocol
No. 727) and the United States Army Medical Research Institute of Infectious Diseases
(USAMRIID, HSRRB Protocol Log No. A-7421, DoD Protocol No. 30558), and the cor-
responding ethical review committee of the Direccion Regional de Salud de Loreto. In
addition, the studies were conducted under Technical and Scientific Letters of Intention
between the US Naval Medical Research Center Detachment (NAMRCD), Lima, Peru,
and the Direccion Regional de Salud de Loreto and the Vice-Minister of Health (RM
No. 237-97-SA/DM of 5 May 97) for the government of Peru.

Results

Figure 3A shows the map of Padre Cocha using the corrected locations of the November
1997 and May 1998 mappings. The village lies along two main axes with fairly straight
streets and house alignments. Figure 3B shows the results of the initial village mapping
prior to differential correction. Of note, the cocha appears wrapped over on itself;
streets and paths appear crooked and haphazard, and houses have lost relation to each
other and the streets. Figure 3C shows readings that were taken at the fixed base station
during a five-hour mapping session in November 1997. Rather than showing a single
point, the recorded locations follow a randomly meandering line with occasional
abrupt changes in direction or position that reflect moments when satellites enter or
leave receiving range. The linear pattern signifies that the errors are highly correlated
from one reading to the next, and not statistically independent. Thus, readings taken
over short periods of time contain approximately the same error term, and averaging
them will not eliminate the error. This persistent error is the underlying cause of the in-
accuracies that produced the chaotic uncorrected village map. Once differential correc-
tion was performed, the mean standard deviation of point feature positions measured
in Padre Cocha was 0.2 m (sd=±0.09).

During the study year, there were 232 episodes of P. falciparum infections (incidence
of 16.6%), 1,157 episodes of P. vivax (incidence of 82.6%), and a total of 1,300 independ-
ent episodes of malaria of either or both species (incidence of 92.9%). Mean household
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Figure 3A Map of Padre Cocha after differential correction of GPS readings.

Figure 3B Map of Padre Cocha before differential correction.



incidences for the year were 15.3% for falciparum malaria, 82.1% for vivax, and 96.7%
for either or both. Figure 4 shows the monthly distribution of malaria attack rates in
Padre Cocha during the study year.

In Figure 5A, the cumulative number of malaria episodes occurring in each house-
hold during the study year was mapped using GIS. Several areas appear to have greater
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Figure 3C Plot of 5 hours of uncorrected GPS readings at the fixed base station.

Figure 4 Monthly malaria attack rates in Padre Cocha, 1997–1998.



concentrations of infections, while one central area appears to have fewer. To control for
household size, household incidence was calculated and plotted, and a surface inter-
polation was performed to determine area incidence distribution. Clusters of high
malaria density and the central area of low malaria intensity were confirmed (Figure
5B).

To exclude neighborhood population density as a factor in malaria occurrence,
plots and interpolations of household size were performed. These analyses demon-
strated a homogenous population distribution in the inhabited areas of the village
throughout the year, supporting the conclusion that population density and household
size are not significant determinants of malaria distribution. Similarly, altitude varia-
tion within the village perimeter was small and did not match the pattern of malaria
distribution. Analysis of the spatial distribution of houses of the two construction types
also showed a homogenous pattern throughout the village, and analysis of the rela-
tionship of household malaria cumulative incidence to house construction type showed
no association (one-way analysis of variance: F=0.5; p=0.61).

Figure 6 demonstrates the results of the examination of spatial patterns of P. vivax
(left) and P. falciparum (right) during the three phases of transmission during the year.
At the top (sections A and B), the distribution of infections during the dry season from
August through November 1997 is shown. The 1997 dry season was unusually pro-
longed, and little malaria occurred during that time. The middle sections (C and D) de-
pict the dramatic rise in both vivax and falciparum malaria during the wetter months
of December 1997 through March 1998. In the lower sections (E and F), the declining in-
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Figure 5A Household distribution of the cumulative number of malaria cases in Padre Cocha,
1997–1998.



tensity of infections that occurred during the transitional period of April through July
1998 is shown. The general pattern of high and low density clustering noted in Figure 5
was again apparent for each species, and for all three parts of the year.

The results of adult female mosquito collections are displayed in Figure 7. The total
number of mosquitoes collected indoors and outdoors at each of the four stations is
listed in the legend. Virtually all mosquitoes collected (>97%) were identified as An. dar-
lingi. The underlying surface interpolation represents the malaria incidence for the
months of April through August 1998, months during which new human malaria in-
fections would likely have been caused by mosquitoes of the same generations as those
being captured. Of note, the capture stations with lower total numbers of indoor and
outdoor mosquitoes catches were situated in areas of low malaria density, while those
with higher numbers of mosquitoes captured were located in high malaria density
areas.

Discussion

The use of GPS to map study sites is essential for GIS investigations of spatial relation-
ships between exposure factors and disease occurrence in areas for which accurate
maps are not available. Further, when the distances between features are small, differ-
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Figure 5B Household malaria incidence and surface interpolation of household incidence
demonstrating the spatial distribution of malaria for the study year.



ential GPS is necessary for adequate discrimination among sampling units. Our study
of malaria distribution in Padre Cocha, Peru, is a good example of the importance and
power of this technology. In an area of approximately 1 square kilometer, there was
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Figure 6 The distribution of cases and incidence of P. vivax infections (on left: A, C, E) and P.
falciparum infections (on right: B, D, F) during the three transmission phases of the study year.
A & B depict the dry season of low transmission, August–November. C & D represent the peak
transmission period, December–March. E & F show the transitional period of declining trans-
mission, April–July. The scales for cases per household and incidence were held constant
throughout the seasons for each species.



clear and consistent spatial clustering of high and low malaria infection density. This
spatial heterogeneity was true for both malaria species transmitted in the area, and was
evident during periods of both high and low transmission.

A number of potential determinants of the distribution of malaria in Padre Cocha
were investigated. Population density distribution, neighborhood altitude, and the spa-
tial distribution of house construction type were unassociated with the pattern of
malaria occurrence.

An epidemiological study performed during the 1997–1998 transmission year in
Padre Cocha examined data about a variety of potential individual risk factors for
malaria acquisition (14). Factors significantly associated with malaria incidence in-
cluded age, working in Padre Cocha or its vicinity rather than elsewhere, time of aris-
ing (adults), evening strolling around the village (adults), and evening church
attendance (children). The magnitude of associations was modest (range of RRs:
1.22–1.5), and none of these factors had any apparent geographic association with
malaria distribution. Television viewing in the evenings was negatively associated with
malaria incidence (RR 0.84; 95% CI, 0.73–0.96; p=0.01). Of interest, most of the locations
where inhabitants congregate to watch television lie in the central zone of low malaria
occurrence and low anopheles captures. Factors unassociated with malaria risk in-
cluded bedtime, hour of bathing, specific occupation (farmer, fisherman, artisan, etc.),
and bednet use. The overall lack of strong risk factor associations to explain the distri-
bution of malaria at the individual or household level argues for the need to identify
other factors related to risk, particularly factors with a significant spatial component.

Our analysis of the relationship between entomologic factors and human malaria
infections is limited by the preliminary nature of the entomologic data. The finding that
capture stations with low total An. darlingi catches were located in areas of low malaria
infection densities and that, conversely, stations with high total counts were located in
areas of high malaria intensity, is suggestive that patterns of vector abundance in and
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Figure 7 Location of mosquito capture stations and results of adult anopheline mosquito col-
lections, April–August 1998. The underlying distribution of malaria incidence for the correspon-
ding months is also shown.



around Padre Cocha are important determinants of the spatial distribution of infections
in the village. The entomologic data being collected during the 1998–1999 transmission
season, including information about adult mosquito abundance and behavior, and
anopheline larval breeding site distribution, will permit a more complete analysis of
this hypothesis.

The addition of GPS and GIS technologies to malaria and other vector-borne dis-
ease studies affords the possibility of exploring spatial dimensions of disease transmis-
sion not easily examined in the absence of these capabilities. Further, the incorporation
of these techniques can be performed with a limited addition of time and resources. Our
project team consisted of previously inexperienced GPS and GIS users and a consultant
who provided one week of training and supervision. All subsequent work was suc-
cessfully performed by the on-site team.

Village mapping required six separate four- to six-hour sessions, with approxi-
mately one hour of subsequent computer time for data downloading and processing.
Learning how to set up and operate GPS equipment and software required one didac-
tic and practice session, and then several sessions in the field to attain full confidence
in use of the system. Sufficient mastery of GIS techniques to allow the production of
basic data maps was achieved within days of introduction to the software. Training by
an experienced user on site, while not strictly necessary, greatly simplified the learning
process and assured that decisions about base station siting, GPS unit parameterization,
mapping plan, and database design were appropriate and efficient.

The single greatest cost in performing the GPS/GIS work at Padre Cocha was that
of the GPS equipment and software, which totaled approximately $20,000. Our system
was extremely easy to learn and use, and provided accuracies that met our need for
analysis within a small area. The very simplicity of the system eliminated any ongoing
need for personnel with prior technical training, reducing personnel costs significantly.
However, sophisticated GPS units that offer such ease of use are costly, and if site map-
ping is likely to be accomplished in a few sessions, leasing units may be preferable to
purchase. Further, it is now possible to subscribe to a satellite service that can provide
real-time differential correction, abrogating the need for a base station unit. Taking ad-
vantage of these cost-reducing measures could make the application of GPS/GIS tech-
niques more feasible for projects with limited budgets.

In summary, differential GPS and GIS systems can add critical information to the
understanding of malaria transmission and epidemiology. Technologies that are cur-
rently available can be used by researchers without specialized backgrounds, and for
moderate cost. In our work at Padre Cocha, spatial analysis contributed to generating
study hypotheses, to understanding malaria distribution in the community, and to
focusing entomologic research and MOH vector control efforts.
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Abstract

The availability of alcohol, as measured by alcohol outlet density, is asso-
ciated with numerous alcohol-related outcomes in a small area analysis. A
number of studies suggest that high-risk sexual behavior should also be con-
sidered an alcohol-related outcome. This study assessed the geographic rela-
tionship between alcohol availability and high-risk sexual behavior at the
neighborhood level. Ecological analysis tested the geographic relationship of
off-sale, on-sale, and total alcohol outlet density with reported gonorrhea rates
among 155 urban residential census tracts in New Orleans, Louisiana, during
1995. All alcohol outlet density variables were positively related to gonorrhea
rates. Off-sale outlets per square mile was most strongly related to gonorrhea
rates (β=.582±.073 [standard error]), accounting for 29% of the variance in
gonorrhea rates. Interpreted as an elasticity, a 10% increase in off-sale alcohol
outlet density accounts for a 5.8% increase in gonorrhea rates. Including the
covariates of percent African American and percent unemployed in the model
reduced, but did not remove, the effect of off-sale outlet density (β=.192±.047).
These results indicate that there is a geographic relationship between alcohol
outlet density and gonorrhea rates at the census tract level. Although these re-
sults cannot be interpreted causally, they do justify public health intervention
as a next step in defining the relationship between alcohol availability and
high-risk sexual behavior.

Keywords: STD, gonorrhea, alcohol

Introduction

A small literature exists that documents an association between alcohol consumption
and high-risk sexual behavior. Among both heterosexuals and homosexuals, alcohol
use is associated with a greater likelihood of unprotected sex, multiple sexual partners,
and anal intercourse (1–5). Although the relationship between alcohol use and 
high-risk sexual behavior is complex, the pervasiveness of alcohol consumption in 
the United States would make even a small effect relevant from a public health
perspective.

The availability of alcohol, as measured by alcohol outlet density, has been demon-
strated to be geographically linked to numerous alcohol-related outcomes, including
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alcohol consumption (6), drunk driving arrests (7,8), fatal and injury traffic accidents
(9), alcoholism rates (10–12), cirrhosis mortality (13), and assaultive violence (14,15). If
high-risk sexual behavior is considered an alcohol-related outcome, the distribution of
high-risk sexual behavior should also be geographically linked to alcohol outlet density.

High endemic rates of a sexually transmitted disease within a population are ex-
plained by a high reproductive rate of infection. The existence of a high reproductive
rate of infection within a high-risk core population is determined by three factors, in-
cluding a high rate of partner change (16). Rothenberg (17) and Potterat et al. (18) have
demonstrated that gonorrhea is geographically concentrated in certain neighborhoods
where a core group of high-risk individuals is found. Consequently, the existence of
high endemic rates of a sexually transmitted disease within a particular geographic area
may be explained in part by a higher rate of alcohol consumption among residents of
the area.

The present study analyzed the geographic relationship between the density of al-
cohol outlets and a proxy for high-risk sexual behavior—reported gonorrhea rates—
among 155 census tracts in New Orleans, Louisiana. The analysis tested the hypothesis
that high-risk sexual behavior in New Orleans is geographically clustered in neighbor-
hoods and that the clustering of high-risk behavior is predicted by the density of alco-
hol outlets.

Methods

In 1995 there were 1,834 licenses for alcohol outlets in New Orleans. These licenses are
classified as either on-sale—alcohol is purchased for consumption on the premises—or
off-sale—alcohol is purchased for consumption off the premises. On-sale outlets in-
clude bars and restaurants, while off-sale outlets include liquor stores and grocery or
convenience stores. New Orleans, a city of approximately 420,521 residents, has one al-
cohol licensee for every 230 residents.

Rates of reported gonorrhea cases were used as a proxy for high-risk sexual behav-
ior. The high prevalence of gonorrhea, as compared with syphilis or HIV, makes it a sen-
sitive indicator of high-risk sexual behavior at the census tract level. While chlamydia
also has a high prevalence, gonorrhea records are more complete because there is a
longer history of reporting this disease. One problem associated with using gonorrhea
case reports as a marker of high-risk sexual behavior is the possibility of differential re-
porting rates by public- and private-sector physicians. This limitation can be addressed
by using the variable of mean employment status to estimate the proportion of the pop-
ulation served by public- or private-sector physicians within a census tract.

Alcohol outlet license data were obtained from the Louisiana Office of Alcoholic
Beverage Control (ABC) for March of 1995. Only active licensees were included in the
analysis. Data from the ABC included trade addresses for active alcohol licenses were
georeferenced utilizing MapMarker (MapInfo Corporation, Troy, NY), which used
1995-updated TIGER files. A trade address was available for 99% of all listings (1,868 of
1,893). Georeferencing to street address (1,635) or to zip+4 centroids (186) achieved a
georeferencing rate of 97%. Reported gonorrhea cases for 1995 were obtained from the
Louisiana Office of Public Health (OPH), Office of Epidemiology. OPH reported a geo-
referencing rate of 95%.

Georeferenced alcohol outlets and reported gonorrhea cases were then linked to
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their census tract by overlaying census tract boundary files. Density of outlets and rates
of gonorrhea were obtained by dividing the total number of alcohol outlets and re-
ported cases of gonorrhea within a census tract by census tract population estimates.
Population estimates for 1994 were obtained from projections of US Census data made
available by the Claritas Corporation (19). An additional density statistic, outlets per
square mile, was calculated for alcohol outlets by dividing the number of outlets by the
size of the census tract in square miles.

Sociodemographic data aggregated by census tract were also obtained from the
Claritas Corporation (19). Sociodemographic data incorporated in the analysis included
percent of population that was African American and percent of population over 16
years of age that was unemployed or not in the labor force.

To assure that all census tracts represented urban residential neighborhoods, cer-
tain census tracts were omitted from the 184 found in New Orleans. Rural census tracts
(5) were removed by excluding those tracts with a population of less than 2,000 persons
per square mile. Commercial or tourist census tracts (7) were removed by excluding
those tracts with on-sale outlet densities of greater than 200 outlets per 1,000 persons.
Industrial or nonresidential census tracts (17) were removed by excluding those tracts
with a total population of less than 500. In all, 155 urban residential census tracts were
included in the analysis.

Data Analysis

Least squares regression analysis was used to examine the relationship between gonor-
rhea rates and the covariates. Percent African American and percent adults unem-
ployed were selected to control for the higher rates of reported gonorrhea among
African Americans and the potential underreporting of gonorrhea by private-sector
physicians, respectively. The complete model was composed of all these covariates.

All variables included in the analysis were transformed to their base-10 logarithm
to adjust for skew and to permit analysis of the results as an elasticity. Observations
with zero values were assigned a value equal to one-half of the value of the lowest ob-
servation before transformation. After transformation, the regression slope estimates
the percent change in the dependent variable associated with a 1% increase in the in-
dependent variable.

Separate analyses were conducted for the two primary independent variables: out-
let density, measured as outlets per person; and outlet density, measured as outlets per
square mile. In each analysis, the three outlet density categories—off-sale outlet density,
on-sale outlet density, and total outlet density—were added to the basic model.

Results

New Orleans census tracts in the study had a mean of 3,013 residents, 9.3 licensed al-
cohol outlets, and 17 reported cases of gonorrhea for the year. In addition, the census
tracts had a mean of 61.4% African American residents and an unemployment rate of
14.9% (Table 1).

In the initial analysis, each outlet density variable was regressed with census tract
gonorrhea rates. From this analysis we observed a strong relationship between reported
gonorrhea rates and off-sale outlet density, measured either as outlets per square mile
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(β=.582±.073) or outlets per person (β=.374±.061). The density of off-sale outlets per
square mile accounted for 29% of the variance in gonorrhea rates, while the density of
off-sale outlets per person accounted for 20% of the variance. On-sale outlet densities
(i.e., outlets per person and outlets per square mile) demonstrated smaller but signifi-
cant relationships with gonorrhea rates (Table 2). As with off-sale outlet density, the re-
lationship was greater for on-sale outlet density measured as outlets per square mile
(β=.300±.069) than as outlets per person (β=.201±.061).

The relationship between alcohol outlet density and reported gonorrhea rates can
be interpreted as an elasticity because all covariates had been transformed to their base-
10 logarithm. A 1% higher off-sale outlet density was associated with a 0.582% higher
gonorrhea rate. Therefore, a 25% higher off-sale outlet density (one more off-sale outlet

492 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE

Table 1 Means and Standard Deviations for Study Variables (n=155), New Orleans, LA, 1995

Mean SD

Sociodemographic Variables

Percent African American 61.4% 32.6

Percent adults unemployed 14.9% 10.03

Population 1994 3,013 2,077

Outlet Density Variables

Total number of outlets 9.28 7.12

Off-sale outlets per 1,000 1.75 1.55

On-sale outlets per 1,000 2.31 3.13

Total outlets per 1,000 4.05 4.07

Off-sale outlets per sq. mile 18.02 18.24

On-sale outlets per sq. mile 22.31 3119

Total outlets per sq. mile 40.17 42.58

Gonorrhea Variables

1995 gonorrhea cases 17.1 15.3

1995 gonorrhea rate per 1,000 6.15 4.59

Table 2 Coefficients with Standard Errors and Proportion of Variance of Explained (r2) for
Census Tract Gonorrhea Rates (n=155) Regressed on Different Independent Variables

Coefficient 
(Standard Error) r2

Outlets per Square Mile

Off-sale outlets .582(.073) .29

On-sale outlets .300(.069) .11

Total outlets .476(.073) .21

Outlets per Person

Off-sale outlets .374(.061) .20

On-sale outlets .201(.061) .07

Total outlets .488(.091) .16



in a census tract, with a mean of four off-sale outlets) translates into a 14.5% higher gon-
orrhea rate, or 2.5 additional cases of gonorrhea.

The geographic association between gonorrhea cases and off-sale outlet density is
illustrated in Figure 1. Areas where the outlet density is highest tend to be areas where
the number of gonorrhea cases is the greatest.

To address the possibility that higher rates of gonorrhea among African Americans
or underreporting of gonorrhea cases by private physicians could account for the rela-
tionships between outlet densities and gonorrhea rates, the covariates percent African
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Figure 1 The 1995 census tract density of licensed off-sale alcohol outlets overlaid with
reported cases of gonorrhea in New Orleans, LA, 1995.



American and percent unemployed were added to the model. Both percent African
American (β=.445±.051) and percent unemployed (β=.789±.106) demonstrated strongly
positive relationships with gonorrhea rates (Tables 3 and 4, Model 1). Adding these two
covariates to the model increased the amount of variance explained to over 78%. The
magnitude of the effect for each of the outlet density variables was reduced by the in-
clusion of these variables into the respective models. In every case, however, the effect
of alcohol outlet density remained statistically significant. Outlet density measured as
off-sale outlets per square mile demonstrated the strongest relationship, increasing the
amount of additional variance explained by 3% (β=.192±.047) (Table 3, Model 2). The
on-sale outlet density variables, on-sale outlet per square mile (β=.108±.036) and on-
sale outlets per person (β=.102±.030), had the weakest relationships (Tables 3 and 4,
Model 3). Interpreted as an elasticity, the relationship between off-sale outlet density
and gonorrhea rates, controlling for covariates, indicates one additional off-sale outlet
is associated with nearly one (.81) additional case of gonorrhea in the average New
Orleans census tract during 1995.
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Table 4 Coefficients (Standard Errors) for Regression Models in which the Dependent
Variable is Census Tract Gonorrhea and the Outlet Density Independent Variables were
Calculated as Outlets per Person (n=155)

Model 1 Model 2 Model 3 Model 4

Covariates

Percent African American .445(.051)* .441(.049)* .451(.054)* .452(.048)*

Percent unemployed .789(.106)* .691(.105)* .738(.160)* .680(.102)*

Outlets per 1,000 Residents

Off-sale outlets .123(.034)*

On-sale outlets .102 (.030)

Total outlets .221 (.047)

R2 .76 .78 .78 .79

* p<0.001

Table 3 Coefficients (Standard Errors) for Regression Models in which the Dependent
Variable is Census Tract Gonorrhea Rates and the Outlet Density Independent Variables Were
Calculated as Outlets per Square Mile (n=155)

Model 1 Model 2 Model 3 Model 4

Covariates

Percent African American .445(.051)* .442(.048)* .453(.049)* .448(.048)*

Percent adults unemployed .789(.106)* .632(.107)* .714(.106)* .660(.105)*

Outlets per Square Mile

Off-sale outlets .192(.047)*

On-sale outlets .108(.036)*

Total outlets .171(.042)*

R2 76 .79 .77 .78

* p<0.001



Discussion

The analysis demonstrates that a strong geographic relationship exists between alcohol
outlet density and reported gonorrhea rates at the census tract level, and that the rela-
tionship was partially independent of the effects of racial composition and level of un-
employment across census tracts. These findings confirm the findings of Rothenberg,
who showed that cases of reported gonorrhea cluster geographically when analyzed
across urban residential neighborhoods (17). They also indicate that the grouping of
cases is, in part, predicted by alcohol outlet density. The implications of these findings
are significant, both in terms of using alcohol outlet density as a possible geographic in-
dicator of an STD core group (20), and in terms of supporting theories that postulate a
role for alcohol in promoting high-risk sexual behavior (21–23).

The fact that both outlets per person or outlets per square mile were associated with
gonorrhea rates indicates that both these variables are reliable measures of the effect of
alcohol outlet density. It should be noted that in studies of the effect of alcohol outlet
density on other alcohol-related outcomes, limiting the analysis to a particular type of
neighborhood (i.e., urban residential census tracts) is responsible for this consistency
(15).

The covariates of percent African American and percent unemployed were also
strongly associated with gonorrhea rates, independent of each other. The effect of the
percent African American variable on gonorrhea rates is consistent with a higher risk of
gonorrhea infection evidenced in African-American populations across the country. It
may be that the same effects of concentrated disadvantage that are believed to be re-
sponsible for the higher rates of crime and mortality in African-American communities
are also operating with regard to high-risk sexual behavior (24). On the other hand, the
percent unemployed variable was introduced to control for the fact that gonorrhea
cases are more likely to be reported by public-sector physicians as compared with
private-sector physicians. The role employment plays in obtaining health insurance is
undoubtedly a factor in determining whether an individual seeks treatment in the pub-
lic or private sector. Unemployment, however, is also a marker for lack of access to
treatment services. Lack of access to treatment services results in longer periods of
infection, which increases the risk of transmission. It is impossible to differentiate
between these two possible explanations for the effect of unemployment.

It should be noted that the data are cross-sectional and therefore do not permit a de-
termination of directionality for the effects described. The analysis does not differenti-
ate between competing explanations of the relationship between alcohol availability
and high-risk sexual behavior in terms of cause and effect. In addition, the study rep-
resents a group-level analysis. Interpreting these findings in terms of an individual-
level explanation could result in an ecologically fallacious inference.

With these limitations in mind, there are a number of hypotheses regarding the re-
lationship between alcohol use and high-risk sexual behavior that are consistent with
these findings (22,23). The census tract-level design permits multi-level explanations for
the relationship involving both individual- and group-level mechanisms. Individual ex-
planatory models view alcohol use both as a causal factor and as a confounder. Causal
explanatory models at the individual level view alcohol outlet density as a direct indi-
cator of increased individual access to alcohol that results in greater alcohol consump-
tion. It has been shown that alcohol affects judgement and has a disinhibiting effect on
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socially learned restraints (25,26). Alternatively, alcohol use may merely serve as a
marker for a risk-taking personality (21,22). Risk takers may engage in a host of high-
risk behaviors, including both alcohol use and high-risk sexual behavior. This analysis
does not differentiate between these two possibilities because both risk takers and
drinkers could be clustered in the high outlet density neighborhoods.

Group-level explanatory models view the “wetness” of the neighborhood as a so-
cial context that affects individual behavior (21). A wet neighborhood can be viewed as
a geographic area where the norms of residents regarding alcohol consumption and al-
cohol-related behaviors are more likely to be conducive to high-risk sexual behavior.
The high-risk norms in these areas evolve over time as residents come to expect the
high-risk behaviors associated with drinking that they are more likely to observe in
their daily social interactions (14). Such an effect for alcohol outlet density on neigh-
borhood norms would affect all residents of the neighborhood to varying degrees, as
opposed to an individual-level effect that only affects the drinker.

In any case, the geographic relationship between alcohol outlet density and gonor-
rhea cases has implications for future research. Neighborhood-level factors, such as al-
cohol outlet density, need to be considered as risk factors in the design and evaluation
of preventive interventions. Population surveys should be designed to stratify by
neighborhood to account for local risk factors like alcohol outlet density. In addition,
multi-level studies of individuals within neighborhoods need to be conducted to dis-
tinguish between individual- and neighborhood-level risk factors. An individual-level
effect for alcohol outlet density would reveal that individual access to alcohol is the pri-
mary factor accounting for the relationship; a neighborhood-level effect would reveal
an effect for alcohol outlet density independent of individual access to alcohol outlets.
Again, a neighborhood-level effect could mean that shared norms of sexual behavior
for individuals living in high outlet density neighborhoods have been liberalized as a
result of living in the neighborhood for a period of time.

Finally, these findings indicate the need for intervention studies. A preventive in-
tervention designed to reduce alcohol outlet density is the logical next step. An inter-
vention study would account for potential unmeasured confounders and help to
determine the directionality of a potential causal association. Moreover, in a number of
cities across the country, community groups are working toward the goal of reducing
alcohol outlet density in problem neighborhoods. For example, some Chicago residents
are organizing to take advantage of a city ordinance that permits precincts to vote out
alcohol sales in the name of cleaning up the neighborhood (27). Preventive interven-
tions could be organized around these efforts and evaluated in terms of their effect on
STD rates.
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Abstract

The New Mexico Mammography Project (NMMP) is establishing a popu-
lation-based mammography registry for the state of New Mexico. One of the
aims of this project is to examine the effectiveness of mammography screening
in a community setting. In order for mammography screening to achieve the
degree of reduction in mortality from breast cancer that has been demon-
strated in randomized control trials, women at risk must undergo screening on
a regular schedule. According to a previous analysis of over 135,000 women’s
records in the NMMP database, more than 60% of all women had at least one
mammogram between 1992 and 1995, but only 22% had three exams in those
four years. There are many reasons for lack of compliance. One that few stud-
ies have examined is the effect of travel distance to a mammography facility.
Information available in the NMMP database enabled us to determine, for
each examination, where the woman being examined lived and where the ex-
amining facility was. Over 80% of recent addresses were geocoded to the cen-
sus tract level and 99% to the zip code level. Geographic information system
(GIS) technology, specifically ArcView 3 software with the Network Analyst
extension, was used to calculate the distances women drove to mammography
facilities. Mammography screening rates for various areas of the state were
then calculated and analyzed (using US census data) for differences by driving
distance versus age, rural or urban status, education, and household income.
The results of this analysis are not yet available; this paper presents a discus-
sion of the issues involved and the problems encountered in using GIS
methodology with registry data.

Keywords: health care access, mammography, driving distance, 
geocoding

Introduction

The New Mexico Mammography Project (NMMP) is establishing a population-based
mammography registry for the state of New Mexico (1). One of the aims of this project
is to examine the effectiveness of mammography screening in a community setting. In
order for mammography screening to achieve the degree of reduction in mortality from
breast cancer that has been demonstrated in randomized control trials, women at risk
must undergo screening on a regular schedule. According to a previous analysis of
over 135,000 women’s records in the NMMP database, more than 60% of all women
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had at least one mammogram between 1992 and 1995, but only 22% had three exams in
those four years. There are many reasons for lack of compliance. One that few studies
have examined is the effect of travel distance to a mammography facility. In 1997, the
New Mexico Tumor Registry (NMTR) at the University of New Mexico Cancer
Research and Treatment Center began a SEER (Surveillance, Epidemiology, and End
Results) Special Study for the National Cancer Institute, “Geographic Variation in
Breast Cancer Treatment and Mammography Use.” An objective of this study was to
use geographic information system (GIS) technology to determine the distances from
patients’ residences to treatment or diagnostic facilities, and analyze how these dis-
tances affect treatment choice or service utilization.

Overview

To compute mammography utilization rates, NMTR selected records from the NMMP
database for all women age 40 and older who had a mammogram in 1994 or 1995 at any
of the screening facilities in the five-county area surrounding Albuquerque, the largest
city in New Mexico. At the time of the study, this was the only area in New Mexico for
which data on all mammograms (more than 95%) had been collected. Mammograms
were grouped into series called mammographic events; an initial mammogram and im-
mediate follow-up examinations (all examinations within 90 days) were considered one
mammographic event. Information in the NMMP database was used to determine
where the women lived at the time of their examinations and locate the mammography
facilities where the examinations were performed. For most areas, over 80% of recent
addresses were geocoded to the street address (census tract) level and 99% to the zip
code level. Age-adjusted rates of mammography utilization (the number of mammo-
grams per 100 women per year) were calculated. The population numbers for the de-
nominators were taken from the 1990 US Census Bureau zip code files.

An initial statewide study, “Geographic Variation in Breast Cancer Treatment,”
used a smaller number of cases and facilities from the years 1994 and 1995 to develop
and test GIS methods. GIS technology was used to calculate the distances women drove
to radiation treatment centers and mammography facilities. Once methods were estab-
lished, they were applied to the larger mammography database so that mammography
screening rates could be calculated for various areas of the state. US census data were
used to analyze the rates in these areas for differences by driving distance versus age,
rural or urban status, education, and household income. The hypotheses for the study
were that rates are lower in areas with the greatest distance to travel to receive a mam-
mogram, rates are lower in rural areas than in urban areas, and rates are lower in areas
with lower educational levels or lower household income. As of this writing, the final
analysis phase of the study is not complete; this paper presents results of and problems
arising from using GIS.

Using GIS

Methods 
In order to allow analysis of geographic variation in the NMMP data collected, it was
necessary to develop GIS capability at NMTR. The GIS was created specifically for two
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main operations, geocoding and routing. Geocoding is the process of assigning an ab-
solute location (in this case, latitude and longitude coordinates) to a geographic feature
referenced by a relative location (such as a street address or zip code). Once facility and
patient locations were determined by geocoding, a Euclidean (or straight line) distance
could be calculated between patients and facilities and a measure of geographic varia-
tion, such as a distance to the closest facility, could be determined. A GIS, however, is
capable of more sophisticated routing analysis, determining a shortest distance along
available road networks. Because it is not possible in most cases to travel in a straight
line in New Mexico, a GIS network analysis was used to compute driving distance (and
to consider driving time) as a more realistic measure of geographic access.

The GIS installed at NMTR for this study was ArcView 3.0a (ESRI, Redlands, CA),
with the Network Analyst extension. This software was available at low cost through
the University of New Mexico site license and included the ESRI StreetMap product as
a data resource. The system was installed on a generally available personal computer, a
PC running Microsoft Windows 95. The PC was equipped with a Pentium Pro 233 MHz
processor with 64 Mb RAM, an 8 Gb hard drive, and a 21-inch display. This configura-
tion was adequate to the task, although some operations took several hours.

Geocoding
Geocoding involved many steps, including obtaining addresses of facilities and pa-
tients, standardizing addresses, obtaining a street reference file, configuring and run-
ning the geocoding process, and mapping the resulting locations. Where a patient’s
street address could not be successfully geocoded, the patient’s zip code was used to
determine a location of residence. To use zip codes required an additional step, assign-
ing a point location for each zip code area. Geocoding by zip code allowed all patients
to be assigned a location.

A file of 12 functioning radiation treatment facilities and their street addresses was
created from NMTR’s facility records and from consultation with radiation treatment
personnel. All radiation treatment facilities were successfully geocoded to a street ad-
dress. Addresses of mammography screening facilities were obtained from the Food
and Drug Administration (FDA) Web site listing facilities certified by the
Mammography Quality Standards Act. To ensure completeness, the FDA list was com-
pared with the facility list from which patient records were obtained. A missing facility
address for the Veterans’ Administration Hospital/Kirtland Air Force Base was then
added, making a total of 57 geocodable facilities. After mapping these locations, creat-
ing a five-county service area, and eliminating facilities located outside the service area,
the number of facilities in the study was reduced to 21.

The addresses of radiation treatment cases were obtained from NMTR files, in
which an address at time of diagnosis is routinely recorded in the course of entering
cancer data. The addresses of mammography cases were obtained via records collected
by the NMMP from screening facilities. In these mammography records, a site and sub-
site code were intended to identify the facility where the screening was performed. In
the 1994–1995 patient records, the subsite code is currently missing for almost all cases
(although it is believed this information can still be obtained). Without a subsite code,
it cannot be known whether a patient record shows that the screening was performed
in an outlying clinic and later read at a main facility, or whether the record shows that
the screening was actually performed at a main facility. A distribution of the geocoded
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1994–1995 mammography patient addresses shows that at least 16% of patient resi-
dences were outside the five-county service area defined for our mammography facili-
ties. These records were excluded because it has yet to be determined whether these
patients actually traveled great distances—away from closer mammography facilities—
to use the facilities in the center of the state.

The geocoding component of a GIS is most successful when street addresses follow
a standardized format. NMTR uses address-editing routines that conform to ArcView’s
expectations. A separate step was not required to reformat addresses recorded by
NMTR. Records from mammography screening facilities varied in format quality. In the
future, additional address-formatting software could be used to process these records.
This may improve the geocoding match rates.

In order to geocode and perform routing analysis, a reference dataset of street lo-
cations and address ranges is required. This dataset is commonly called a street net-
work file. The street network file used for this study was ESRI’s StreetMap product, a
dataset based on Geographic Data Technology’s Dynamap/1000 dataset (GDT,
Lebanon, NH), which in turn was constructed from the original US Census Bureau
TIGER/Line files with enhancements and corrections. StreetMap was used to geocode
facility and patient addresses directly. To be used as a street network file, portions of
StreetMap were converted to the “shapefile” format used by ArcView. The reduced size
of these StreetMap “regions” limited the area to be searched during network analysis
and sped up processing on the PC. The large distances between radiation facilities
made it possible to break up the state of New Mexico into separate StreetMap regions.
These regions were overlaid on a map that contained zip code boundaries and major
roads, and an analysis was performed on the zip codes that fell along the boundary of
a region. These zip codes were then assigned to the region that had the nearest facility.
For the five-county mammogram study, a region was constructed to cover the five
counties and any outlying facilities that were near enough to the five-county boundary
that they might be candidates for the nearest-facility calculation. 

Late in the project time frame, TIGER/Line97 data became available for New
Mexico. An evaluation was made to see if TIGER/Line97 would prove a better street
network file resource than StreetMap. A software utility, TGR2SHP (GIS Tools,
Knoxville, TN), was obtained and used to convert TIGER/Line97 files to a format com-
patible with the ArcView GIS software. The converted TIGER/Line97 files were then
used to rerun both geocoding and street network conversion. A spot check of certain re-
gions of the state indicated that the road classification problems (described below) in
the StreetMap product were largely corrected. This indicated that the use of
TIGER/Line97 could produce more realistic driving distances and could enable the use
of driving time analysis. With properly classified roads, each type of road could be as-
signed an average speed limit and a time expended to traverse each road segment could
be calculated and summed.

Geocoding with Tiger/Line97, however, produced significantly fewer matches and
did not improve earlier methods. It appears that although TIGER/Line97 contains more
recent information than the StreetMap product, which is based on earlier TIGER files,
there are fewer total address ranges in TIGER/Line97’s underlying database, resulting
in a lower address match rate.

In New Mexico, many people, especially those living outside the main urban
centers, use post office boxes, local road names, and rural route addresses. It was
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recognized that not all patient records would have street addresses that would geocode.
A secondary marker for location was needed, so all records had zip codes assigned. In
order to geocode to a zip code, a reference dataset of zip codes was obtained. Two types
of zip code datasets were originally available: a point coverage and a polygon coverage.
These datasets were bundled along with StreetMap and were derived from information
matching the census in the early 1990s. In the point coverage file were the zip code
number, the associated postal name, a code indicating a type of zip code (whether an
area or single site such as a PO box, office building, or entity such as a university), and
an area in square miles. When the zip code points and polygons were overlaid on a map
of New Mexico, the zip code points were found in most cases to be located at the geo-
graphic centers of each corresponding zip code polygon (area). A concern of the study
was that certain zip codes in New Mexico cover very large geographical areas; for ex-
ample, Roswell’s zip area is over 5,000 square miles. In these cases, zip code would be
a poor proxy for the location of a patient’s actual residence.

When it was observed that many zip code points located at the centroid of a zip
code area were positioned in roadless and uninhabited areas and far from the true pop-
ulation centers of the area, it was decided to use another zip code point file. The new
file was obtained from the US Census Bureau LandView III system and contained zip
code points established by the US Postal Service as of January 1, 1997. It was noted from
a comparison of this file with the previous zip code file that the assignment of zip code
numbers had not changed. The new zip code points represented, for the most part, ac-
tual post office locations (which as a general rule are close to the population centers of
zip code areas). A plot of these new points overlaid on the older zip code points and
New Mexico population centers showed a closer match between the new zip code
points and New Mexico population centers. The new zip code file, however, assigned a
number of less-used zip code points to the centroids of the counties. In the statewide ra-
diation treatment study, any zip code point found in the patient data that was outside
the mapped polygon boundary of the zip code was moved from the centroid of its
county to the nearest major road segment within its proper zip code boundary. This was
not done for the five-county screening study, although the newer zip code point file was
used. A review of the five-county region map showed that very few of these county cen-
troid points would have been moved any significant distance.

ArcView’s geocoding function tags each address record processed as “matched” if
ArcView can locate the address along a road segment in the street network file. All ra-
diation treatment and mammography screening facilities were successfully matched to
a street address, in some cases after the street address was corrected. Seventy-one per-
cent (71%) of patient addresses for the radiation treatment study were geocoded to the
street address. The original geocoding run had produced a match rate of only 66%.
Unmatched records, however, were reprocessed interactively with the opportunity to
make corrections and rerun the geocoding process. Corrections were made of obvious
spelling errors, street numbers that extended existing ranges but did not cross zip code
boundaries, non-standard address formats, and street suffixes that were different but
still in the same zip code boundary. This type of “reject” processing was not done for
the much larger file of mammography patient addresses.

Seventy-three percent (73%) of patient addresses for the mammography study were
geocoded to the street address. Due to the number of missing address entries and the
uneven quality of address information reported by mammography facilities, additional
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address fields matched from the State of New Mexico Motor Vehicle Department
(MVD) were appended to the patient records. Use of the MVD address fields consis-
tently showed a higher geocoding match rate and was recommended over use of the
original address fields. 

Match rates for the mammography patient records were also increased by relaxing
the matching sensitivity parameters of the ArcView geocoding process. This caused
many “partial” matches to be assigned a map location and was similar in effect to man-
ual corrections performed by interactive reprocessing of unmatched records. The lower-
sensitivity settings accommodated errors such as spelling variations and address prefix
or suffix differences (e.g., “Road” instead of “Drive”). Because zip code was used as a
restriction, it was feasible to match additional records with the assurance that the re-
sulting location would remain in the same zip code.

A concern of the study was the large discrepancy in geocoding rates between
“urban” and “rural” counties. The two urbanized counties in the five-county study area
had geocoding rates of 86% and 74%, while the three rural counties had rates of 56%,
49%, and 3%.

Whether or not geocoding to the street address was successful, all patient records
were matched to mapped zip code points, so that these records could also be assigned
driving distance values calculated from the zip code points.

Routing and Distance Calculation
Once facilities and patients and/or their associated zip code points were mapped, the
shortest routes between facilities and patients were determined. For this analysis,
Arcview’s Network Analyst extension was used, specifically the FindClosestFac(ility)
function. Because many possible routes can be mapped between patient and facility, the
Network Analyst used a generally accepted heuristic algorithm to determine the short-
est route. Driving distance was then calculated by summing the lengths of all road seg-
ments along the shortest path from the patient location to the facility location.

By default, ArcView reports the lengths of line segments in units of decimal de-
grees, which are not really units of linear measure. It was observed that summing these
line lengths and using the UNITS.CONVERT function to change the total length into
units of miles produced incorrect results. Therefore, a MILES field was added to any
street network file used for reference and an Avenue (ArcView’s programming lan-
guage) script was modified to compute the proper length in miles for each road seg-
ment. Within this script, the function UNITS.CONVERTDECIMALDEGREES was
called to correctly calculate a “great circle arc length” between the starting and ending
point of each line segment. This is the proper calculation for line length on a lati-
tude/longitude grid. This MILES field then was identified as the “cost” field to be used
by Network Analyst in reporting the results of a shortest path analysis. The cost field is
an additional value that can be summed and reported by Network Analyst. 

An alternative considered was to calculate driving time. If the cost field could be
recorded in terms of hours or minutes, then a driving time would be reported instead
of a driving distance. This would have been useful, because the shortest distance com-
puted is not always the shortest time. Many roads in New Mexico are barely passable
at low speeds; while these roads may be direct paths, they are rarely driven, because a
circuitous route via state or county roads is much faster. The Network Analyst function
does not directly distinguish between fast and slow routes. When using an associated
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cost field, however, the same effect can be achieved if there is a way of classifying roads
in the street network file.

The line segment record in the data table associated with StreetMap retains the
TIGER/Line census feature classification code, which serves as a road type attribute.
The code scheme is as follows:

• A00 (found in the data but not a specified code)
• A11 through A18: primary roads and major highways
• A20 through A28: secondary roads and minor highways
• A30 through A38: connecting and county roads
• A40 through A48: city and neighborhood streets
• A50 through A73: service roads, 4WD trails, etc.

Computing different “costs” by road type would have allowed a driving time
analysis. When the road network was mapped, however, it became evident that many
thousands of unusable road segments were improperly classified as significant roads.
A query and extract process selecting for the roads of types A11 through A38 was per-
formed on the street network file created for each region. This process did filter out
most non-drivable routes, and did leave intact the major routes. 

Using the “filtered” street network file, a first pass was made to calculate paths
from each zip code point in a region to the nearest facility. (Some zip code points were
not located near enough to a line segment in the street network. These zip code points
were moved small distances to the nearest line segment.) The resulting routes were
checked individually by running Network Analyst in an interactive mode. This process
created a driving distance value for each patient in each zip code area and allowed a vi-
sual check of the Network Analyst choice of paths. Several “broken” major routes were
identified in this manner and repaired.

A limitation of Network Analyst as delivered is that it only computes one solution
at a time from a user-selected menu option. This is impractical for studying thousands
of cases. To remedy this, an Avenue script was written to “batch process” the cases in
each region. This script identified, via a user input dialog, the street network, a file of
“events” (in this case, either zip code points or street address points) and a key field
identifier for each event, a file of facilities and associated key fields, and an output file
in which to store results. The script then cycled through each event, performing the
FindClosestFac function. At each cycle, an output record was stored indicating
the event key, facility key, and minimum distance in cost units. John Fortney, Kathryn
Rost, and James Warren of the University of Arkansas for Medical Sciences pioneered
this approach and provided suggestions for our study (2).

The batch Network Analyst script was then used to process treatment patient
records region by region. The results were appended to the treatment database for sta-
tistical analysis. Because both a zip code-derived distance and a street address-derived
distance were stored with each patient record, a comparison of the two distances was
made. A strong correlation (R=.97132) suggested that zip code distances might reason-
ably substitute for street address distances when processing the larger mammography
records file. One hundred seven thousand eight hundred thirty-four (107,834) mam-
mographic events were processed for the five-county study area for the two years stud-
ied. Zip code-derived distances were then also computed and assigned to each event
record as a measure of quality control.
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Further Study

This study will be expanded in future years, as more complete mammography records
become available for more of New Mexico. It is believed that the effect of distance to
treatment and screening facility on mammography utilization will be more pronounced
and better understood as larger areas are studied. An alternate approach to individual
route calculations is being developed to process the large numbers of mammography
records more efficiently. Service areas will be computed from treatment and screening
centers, and mammography events will be assigned driving distances and times from
GIS overlay functions. This approach should be possible after analysis of the current
routing results establishes distance classifications that can be used to size service areas.

Additional improvements could be made to the GIS methods in the study in both
geocoding and routing. Further address cleanup and comparison with MVD records
would increase the geocoding match rate. Better protocols are needed to handle non-
standard addresses such as rural routes and post office boxes. Assigning average travel
speeds to a better road network would allow more realistic route choices and the abil-
ity to determine driving times instead of just driving distances. Additional GIS studies
comparing distance to actual facility used with distance to closest facility would refine
our measures of geographic variation in mammography utilization.
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Population-Based Prevalence of Cocaine in Newborn
Infants—Georgia, 1994
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Note: This paper is an outline of a poster presentation made at the 1998 GIS in Public
Health Conference, Phoenix, Arizona. For other reports about the study discussed in
this paper, see the Centers for Disease Control and Prevention’s Morbidity and
Mortality Weekly Report (MMWR) of October 18, 1996 (1) at http://www.cdc.gov/
epo/mmwr/preview/mmwrhtml/00044121.htm, or the Georgia Epidemiology Report
of February 1997 (2) at http://www.ph.dhr.state.ga.us/epi/manuals/ger/
feb97ger.pdf (adapted from the MMWR article).

Abstract

In 1994, the Georgia March of Dimes Birth Defects Foundation, the
Georgia Department of Human Resources, and the federal Centers for Disease
Control and Prevention collaborated to assess the feasibility of using dried
blood spots (DBSs), routinely collected from newborn infants for metabolic
disease screening, to conduct low-cost population-based screening to ascertain
the prevalence of cocaine exposure. This is the first known application of
population-based screening of newborns to detect exposure to cocaine.
Georgia birth certificate records were electronically linked to metabolic
records using probabilistic linkage. Maternal and infant characteristics associ-
ated with increased infant mortality were kept for analysis, and personal
identifiers and linkage information were removed. The cocaine testing was
performed on blinded DBSs using a modified radioimmunoassay to screen for
benzoylecognine (BE). Positives were confirmed by mass spectrometry. The
analysis file includes 17,230 infants born during a two-month period; of these
infants, 91% had a DBS. Infants who were older than seven days, who had had
less than 31 weeks of gestation, or whose birth weight was less than 1,500
grams were excluded. Specimens for 73 infants (4.7 per 1,000 statewide) tested
positive for BE. Maternal characteristics associated with increased rates of BE
in infants include greater age, three or more previous live births, cigarette
smoking or alcohol drinking by the mother during pregnancy, inadequate
weight gain during pregnancy, no father’s name on birth certificate, black race,
a short interpregnancy interval, education less than three years of college, late
or no prenatal care with fewer visits, and delivery in perinatal centers or hos-
pitals with no obstetric services. Six infants in the study were not delivered at
a hospital. Mothers of BE-positive infants resided in 16 of the 19 health dis-
tricts in Georgia, but 45% resided in a particular district. Antepartum cocaine
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exposure is found in newborn infants throughout Georgia and in diverse pop-
ulation groups. This methodology is suitable for screening large populations
and can be adapted for use with other substances of abuse.

Keywords: cocaine, newborns, zip code, surveillance, pregnancy

Background

A political history of the study of cocaine in newborns, and this study’s time line:

• Late 1980s: Perceived cocaine epidemic
• 1990: Infant Health in Georgia report
• 1990: Georgia General Assembly Conference on Children of Cocaine
• 1990–1993: Protocol and prototype study
• 1994: Specimen collection and test for cocaine
• 1995: Data analysis and report writing
• 1996: Publication—Morbidity and Mortality Weekly Report, October 18, 1996 (1)
• 1996: Ground breaking for the March of Dimes Home of New Beginnings

Public policy recommendations from the Georgia General Assembly Conference on
Children of Cocaine:

• Base public health policy on valid research
• Legislate comprehensive, holistic approach to control of substance abuse crisis
• Declare moratorium on legislation that could prosecute drug-dependent preg-

nant women
• General Assembly should develop and fund appropriate substance abuse treat-

ment facilities for pregnant women

Methods

Research goals:

• Determine prevalence of cocaine-positive infants
• Determine geographic distribution
• Determine if cocaine-positive mothers get health care
• Identify possible interventions for mothers
• Define the methodology: strengths, weaknesses, biases

The analysis files, designed to assure anonymity of mothers:

• “Selection file” to study biases—no lab test results
• 21 analysis files with lab test results
• No file with more than four maternal characteristics
• No category with fewer than 50 infants
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Strengths of the method:

• Population-based
• Large sample
• Low cost per individual tested
• Linked data to define birth cohort and to improve quality of data on maternal

characteristics

Weaknesses of the method:

• Requires high-quality laboratory
• Bias against including premature infants
• Requires linkage to birth file for good epidemiology
• Fear of prosecution mandates extreme concern for anonymity
• Anonymity requirements limit datafiles for careful definition of maternal char-

acteristics

Results

See Tables 1 through 5 and Figures 1 through 3.
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Table 1 Rate of Maternal Cocaine Use by Selected Socio-Demographic Characteristics

Maternal and Child Sample Number Rate per Poisson 95% CI
Characteristics Size Positive 1,000 Low High

Age group (years)

<20 2,975 2 0.7 0.1 2.4

20–24 4,168 15 3.6 2.0 5.9

25–29 3,921 34 8.7 6.0 12.1

30 or over 3,903 22 5.6 3.5 8.5

Missing 1 0 * * *

Education (years)

<12 3,449 25 7.2 4.7 10.7

12 5,406 34 6.3 4.4 8.8

13–14 2,482 12 4.8 2.5 8.4

15 or more 3,511 2 0.6 0.1 2.1

Missing 120 0 0.0 0.0 30.7

Race/Ethnicity

Other 287 0 0.0 0.0 12.9

White Hispanic 491 0 0.0 0.0 7.5

White non-Hispanic  9,139 12 1.3 0.7 2.3

Black 5,049 61 12.1 9.2 15.5

Missing 2 0 * * *

Urban Residence

Large MSA/city 2,766 39 14.1 10.0 19.3

Small MSA/city 1,643 9 5.5 2.5 10.4

Non-MSA/city 1,051 6 5.7 2.1 12.4

Large MSA/non-city 4,705 9 1.9 0.9 3.6

Small MSA/non-city 1,360 3 2.2 0.5 6.4

Non-MSA/non-city   3,442 7 2.0 0.8 4.2

Missing 1 0 * * *

Marital Status

Married 9,851 19 1.9 1.2 3.0

Not married 5,116 54 10.6 7.9 13.8

Missing 1 0 * * *

Total 14,968 73 4.9 — —

* = sample size less than 5

— = not applicable

CI = confidence interval

MSA = metropolitan statistical area



POPULATION-BASED PREVALENCE OF COCAINE IN NEWBORN INFANTS—GEORGIA, 1994 513

Table 2 Rate of Maternal Cocaine Use by Selected Health Care Information

Health Care Sample Number Rate per Poisson 95% CI
Characteristics Size Positive 1,000 Low High

Adequacy of prenatal care

None 167 15 89.8 50.3 148.1

Inadequate 1,702 27 15.9 10.5 23.1

Intermediate 2,236 3 1.3 0.3 3.9

Adequate 6,780 12 1.8 0.9 3.1

Adequate plus 3,920 12 3.1 1.6 5.3

Missing 163 4 24.5 6.7 62.8

Perinatal hospital service level

None 149 6 40.3 14.8 87.6

Minimal (Level I) 2,817 10 3.5 1.7 6.5

Intermediate (Level II) 4,844 12 2.5 1.3 4.3

Specialized (Level III) 4,649 16 3.4 2.0 5.6

Regional perinatal center 2,503 29 11.6 7.8 16.6

Missing 6 0 — — —

Teaching hospital

Yes 3,719 36 9.7 6.8 13.4

No 11,243 37 3.3 2.3 4.5

Missing 6 0 — — —

Trimester prenatal care began

None 167 15 89.8 50.3 148.1

First (1–3 months) 12,080 25 2.1 1.3 3.1

Second (4–6 months) 2,139 21 9.8 6.1 15.0

Third (after 6 months) 447 8 17.9 7.7 35.3

Missing 135 4 29.6 8.1 75.9

Total 14,968 73 4.9 — —

— = not applicable  

CI = confidence interval
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Table 3 Rate of Maternal Cocaine Use by Selected Maternal Risk Factors

Sample Number Rate per Poisson 95% CI
Maternal Risk Factor Size Positive 1,000 Low High

Smoking tobacco and/or drinking alcohol during pregnancy

Both 106 13 122.6 65.3 209.7

Tobacco only 1,584 28 17.7 11.7 25.5

Alcohol only 111 3 27.0 5.6 79.0

Neither 13,117 29 2.2 1.5 3.2

Missing 50 0 — — —

Weight gain during pregnancy (pounds)

Less than 15 996 13 13.1 6.9 22.3

15–24 3,001 18 6.0 3.6 9.5

25 or more 9,995 35 3.5 2.4 4.9

Missing 1,016 7 6.9 2.8 14.2

Previous births

None 6,520 6 0.9 0.3 2.0

1 5,015 14 2.8 1.5 4.7

2 2,262 16 7.1 4.0 11.5

3 or more 1,171 37 31.6 22.2 43.6

Interpregnancy interval (months)

No previous birth 6,520 6 0.9 0.3 2.0

0–6 675 15 22.2 12.4 36.7

7 or more 7,542 44 5.8 4.2 7.8

Unknown 231 8 34.6 15.0 68.2

Father’s name present on birth certificate

Yes 12,360 32 2.6 1.8 3.7

No 2,608 41 15.7 11.3 21.3

Total 14,968 73 4.9 — —

— = not applicable

CI = confidence interval
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Table 4 Relative Risk of Maternal Cocaine Use by Selected Maternal Risk Factors

Sample Number Rate per Poisson 95% CI
Maternal Risk Factor Size Positive 1,000 Low High

Smoking tobacco and/or drinking alcohol during pregnancy

Both 106 13 55.5 38.8 79.4

Tobacco only 1,584 28 8.0 5.2 12.4

Alcohol only 11 3 12.2 4.8 30.9

Neither 13,117 29 1.0 + +

Missing 50 0 — — —

Father’s name present and marital status

Neither 2,437 34 11.3 6.7 18.9

Married only 170 7 33.2 18.5 59.5

Father’s name only 2,679 20 6.0 3.2 11.3

Both 9,681 12 1.0 + +

Missing 1 0 __ __ __

Age at conception and parity

25 or older and 2 or more children 2,348 43 15.8 8.8 28.6

Under 25 and 2 or more children 1,085 10 8.0 3.5 17.9

25 or older and 1 or no children 5,476 13 2.1 0.8 5.0

Under 25 and 1 or no children 6,058 7 1.0 + +

Adequacy of prenatal care and parity

Inadequate and 2 or more children 671 36 54.6 37.1 80.3

Inadequate and 1 or no children 1,361 10 7.5 3.6 15.7

Adequate and 2 or more children 2,762 17 6.3 3.2 12.4

Adequate and 1 or no children 10,174 10 1.0 + +

Gestational age and weight gain during pregnancy

Preterm infant and <25 pounds gained 877 23 10.0 6.3 16.0

Preterm infant and 25+ pounds gained 1,145 12 4.0 2.1 7.6

Term infant and <25 pounds gained 4,136 15 1.4 0.7 2.7

Term infant and 25+ pounds gained 8,810 23 1.0 + +

Total 14,968 73 4.9 — —

— = not applicable

+ = reference value

CI = confidence interval
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Table 5 Rate of Maternal Cocaine Use by Selected Pregnancy Outcomes

Maternal and Child Sample Number Rate per Poisson 95% CI
Characteristics Size Positive 1,000 Low High

Birth weight category (grams)

Normal (2,500 and over) 14,256 57 4.0 3.0 5.2

Low (1,500–2,499) 703 16 22.8 13.0 37.0

Gestational age (weeks)

38 or more 12,9426 38 2.9 2.1 4.0

32–37 2,003 29 14.5 9.7 20.8

Missing 19 6 315.8 115.9 687.3

Total 14,968 73 4.9 — —

— = not applicable

Figure 1 Geographic distribution of cases of benzoylecognine (BE)—a cocaine metabolite—in
newborn infants, by zip code of mother’s residence; Georgia, February 22 through April 23,
1994.
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Figure 2 Areas with mothers at high risk for using cocaine during pregnancy (as defined by a
risk profile** developed from the study), by zip code of mother’s residence; Georgia, February
22 through April 23, 1994.

Figure 3 Comparison of high-risk zip codes identified by a risk profile developed from the
study and zip codes with confirmed cases of infants testing positive for BE, by zip code of
mother’s residence; Georgia, February 22 through April 23, 1994.



Conclusions

Highlights of the study:

• Higher rates observed among users of other substances (tobacco and alcohol)
• Higher rates observed in women 25 and older, and in women who have had

children before
• Higher rates observed in the city; however, events were observed throughout

Georgia
• Higher rates received late or no prenatal care; however, three-quarters of moth-

ers of BE-positive infants receive some prenatal care, and one-third receive care
in the first trimester

• Some women deliver outside a hospital environment

A Georgia perspective on infant health and maternal behaviors during pregnancy that
can adversely affect the fetus:

• Infant health
— 1 in 50 have very low birth weight (less than 3 pounds, 5 ounces)
— 1 in 50 have a major birth defect
— 1 in 200 have perinatal exposure to cocaine
— 1 in 500 test positive for HIV (maternal antibody); an estimated 15% to 20% 

of these will develop AIDS
— 1 in 4,000 are born with fetal alcohol syndrome

See Figures 4 through 7.
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Figure 4 Geographic distribution of cases of congenital syphilis (CS) in newborn infants, by
zip code of mother’s residence; Georgia, 1994.
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Figure 5 Geographic distribution of newborn infants with very low birth weight (VLBW), by zip
code of mother’s residence; Georgia, February 22 through April 23, 1994.

Figure 6 Geographic distribution of fetal alcohol syndrome (FAS) in newborn infants, by zip
code of mother’s residence; Georgia, 1990 through 1994.



• Maternal behaviors
— 1 in 2 are not taking multivitamins with folate during pregnancy
— 1 in 6 smoke tobacco during pregnancy
— 1 in 10 consume alcohol during pregnancy
— 1 in 100 receive no prenatal care
— 1 in 200 use cocaine during pregnancy

See Figures 8 through 10.
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Figure 7 Geographic distribution of neural tube defects (NTDs) in newborn infants, by zip
code of mother’s residence; Georgia, 1990 through 1994.
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Figure 8 Geographic distribution of mothers who received no prenatal care during pregnancy,
by zip code of mother’s residence; Georgia, February 22 through April 23, 1994.

Figure 9 Geographic distribution of heavy maternal alcohol use* during pregnancy, by zip
code of mother’s residence; Georgia, 1990 through 1994.
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Figure 10 Geographic distribution of heavy maternal smoking* during pregnancy, by zip code
of mother’s residence; Georgia, February 22 through April 23, 1994.
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Abstract

This paper examines some of the problems and constraints in conducting
environmental justice research. The disproportionate impact of environmental
threats on public health, especially on minority and low-income populations,
is the key concept in environmental justice. After a brief review of environ-
mental equity, public policies, and the environmental justice movement, the
paper highlights some of the empirical and GIS-related research supporting
and/or refuting environmental justice claims. The constraints include the
choice of the specific environmental threat or threats and their comparability;
the geographic scale of analysis; the particular subpopulation selected; and the
time frame for the analysis. The paper concludes with a suggestion to move
from static interpretations of environmental injustices to more dynamic ap-
proaches that rank the relative hazardousness of spatial units (census tracts,
counties, etc.) based on the magnitude and toxicity of releases within them,
rather than the mere presence or absence of industrial facilities. Measures of
relative risk provide more meaningful indicators of the potential sources of en-
vironmental threats within communities and can make it easier to understand
local sensitivity to claims of environmental injustice.

Keywords: environmental justice, toxic releases, geographic scale

Introduction

Environmental equity—preventing disproportionate effects of environmental degrada-
tion on people and places—has been a federal concern for at least three decades (1–3).
In the early 1990s, coalitions of civil rights and environmental activists transformed en-
vironmental equity concerns into the environmental justice movement, ostensibly be-
cause of concerns about the placement of toxic waste facilities in low-income and
minority communities (4–8). The First National People of Color Environmental
Leadership Summit was held in 1991 and immediately was followed by the establish-
ment of the US Environmental Protection Agency’s (EPA’s) Office of Environmental
Equity. In 1994, environmental justice was institutionalized within the federal govern-
ment through Executive Order 12898, which focused federal attention on human-
health and environmental conditions in minority and low-income communities. It also
provided for greater public participation and access to environmental information in
these impacted communities.

While the environmental justice movement has been successful in bringing the
issue to the attention of policy makers and the public, there is some skepticism as to
whether or not injustices do, in fact, exist. In other words, there is a federal policy in
place despite little empirical verification of the true extent of the problem. While we may
see a correlation between the presence of facilities and the demographic composition
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of places in the late 1990s, we have little knowledge of how this situation arose. The
outcome is important, but the process behind it is equally relevant in environmental
justice considerations (9–10). Were these sources of environmental threats intentionally
located in communities that were poor, minority, and/or politically weak? Or is there
an alternative explanation, one suggesting that facilities were located without any ref-
erence to the race and economic status of communities, and that the demographics of
communities with facilities simply changed over time, producing the inequity that we
see today?

This paper examines some of the geographic factors involved in proving or dis-
proving environmental justice claims. Six issues are highlighted as the most salient.

Precise Locations of Threats

The vast majority of social science studies of environmental justice use a standard cor-
relation methodology to examine the relationship between toxic facilities and the de-
mographics of their locations. There is an implicit assumption that the reported
locations are correct. While many of the studies comment on some of the reliability is-
sues of the EPA’s Toxics Release Inventory (TRI)—the database most often used—there
is rarely comment on the locational accuracy of the sites (11). In a statewide study of
South Carolina using EPA databases (TRI, the National Priorities List [NPL], and the
Biennial Reporting System [BRS]) for the 1987–1992 time period, we found that nearly
60% of the facilities listed were located in the wrong census block group (12).
Comparing inaccurately recorded locations with accurately recorded locations can lead
to widely different conclusions about the racial makeup of the surrounding community.
For example, Westinghouse Nuclear Fuels Division (in Columbia, South Carolina) was
improperly located on an EPA Web site that illustrated the use of geographic informa-
tion systems (GIS) in environmental justice. When the site was located correctly and the
concentric zones redrawn, the profile of the community changed from completely
white (according to EPA) to 91% nonwhite. As Table 1 shows, there was very little per-
centage change in the 0- to 5-mile range, although the absolute number of potentially
affected residents was lessened significantly.
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Table 1 Differences in Socioeconomic Characteristics Before and After Correcting for the
Location of the Westinghouse Nuclear Fuels Facility in Columbia, SC

Block Group 0 to 1 mile 0 to 3 miles 0 to 5 miles

Olda Newb Olda Newb Olda Newb Olda Newb

% nonwhite 0 91 25 61 36 56 38 41

% poverty 11 38 19 21 19 15 16 13

Total population 536 2,051 15,804 190 74,076 5,099 148,660 26,964

Total minority population 0 1,873 3,300 143 27,026 4,308 61,206 11,377

Density (per square mile) 1,703 14 2,043 21 1,562 185 1,366 564

a Demographic characteristics according to an EPA Region 4 Web site illustrating the use of GIS in environ-
mental justice
b Revised demographic characteristics based on the correct location of the facility. Conducted by the Hazards
Research Lab, University of South Carolina.



Choice of the Environmental Threat

The potential for scientific replication and generalization of findings is often thwarted
by the lack of comparability between empirical studies. Depending on the type of threat
examined (e.g., a landfill, a TRI facility, a Superfund site, actual emissions), very differ-
ent patterns can be observed, leading to conflicting results in the literature. Hird (13)
found that affluent counties were more likely to host NPL sites than non-affluent coun-
ties. On the other hand, no relationship between poverty and host/non-host counties
was found when hazardous waste treatment, storage, and disposal facilities were
examined (14).

Very few studies have been conducted comparing two different sources of threats
and their spatial manifestations for particular places. In a study of the Southeast com-
paring acute releases (reported by the federal Emergency Response and Notification
System) with more chronic releases (reported under TRI), little association with race
was found (15). Wealth indicators, on the other hand, were positively correlated with
releases, with TRI releases being dominant in urban areas. In an earlier study of the
same region, considering only TRI emissions, Stockwell et al. (16) developed a GIS-
based profiling method to delineate high-risk from low-risk counties and found that
high-risk counties were correlated with population density and more urbanized places.
Depending on the nature of the environmental threat, we can see radically different
conclusions from the empirical literature.

Geographic Scale of Analysis

This issue of geographic or spatial scale is perhaps one of the most important issues in
environmental justice research. While the scale of research studies varies widely (cen-
sus block, tract, metropolitan area, county), there is no assessment or uniform opinion
as to which scale is the most appropriate for proving or disproving environmental jus-
tice claims (17). Because of the aggregation bias and the modified areal unit problem
(well-known spatial considerations in geography), the selection of the enumeration unit
is critical in the proof. A number of studies demonstrate that the statistical results
change as the geographical unit of analysis is varied (18,19). For example, there was no
association between any of the three indicators examined (TRI, BRS, NPL) and the racial
or economic composition of host census tracts or blocks for a study of South Carolina.
However, when data were aggregated to the county level, larger numbers of facilities
were associated with higher-income white counties—just the opposite of what most
people expected (20).

A secondary scale issue involves the methods for stratifying the population around
the facilities and the resulting classification problems. The host/non-host methodology
(i.e., using statistical analyses—such as difference of means and difference of propor-
tions tests—to compare host and non-host communities, thus ascertaining the statisti-
cal significance of facility distribution) is the most common way to differentiate the
local geography. Recent research is moving toward using buffers (at varying distances
from the source) as the classification tool (21–24). However, major questions arise con-
cerning the actual interval distance to use (0.5 miles, 1 mile, etc.) and the basis for that
selection (worst-case events, modeled effects, convenience). Obviously, the choice of
buffer distance is an important variable in determining whether inequities exist or not.
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Subpopulation Selected

Thus far, most environmental justice research has targeted two subpopulations, delin-
eated by race/ethnicity and income levels. There are few studies that examine the dis-
proportionate effects on subpopulations delineated by gender or age, despite very real
differences in susceptibility, vulnerability, and ability to cope with and recover from en-
vironmental threats (25,26) including disasters (27).

The following example illustrates why other subpopulations should be considered
in addition to those based on race/ethnic and wealth indicators. Again drawing on the
experience with South Carolina, the state’s block groups were categorized based on the
percentage of children under 18 in each block group, compared with the statewide av-
erage for the same percentage. The comparisons were expressed as ratios. Once they
were categorized as either high (>1.1), medium (0.9:1–1.1), or low (<0.9) regions, the
block groups were mapped and statistically compared with the block-group locations
of all TRI facilities in South Carolina, and also those TRI facilities in the state that emit-
ted heavy metals, using a host/non-host methodology. The differences between each
group were statistically significant (based on chi-square tests), as shown in Table 2.
More importantly, when the sites were desegregated, we found that nine out of the top
ten heavy emitters were located in block groups with greater than the statewide aver-
age of children under 18. How this relates to potential health outcomes is unclear at this
time, but it does provide another perspective on who bears the burdens of toxic
releases.

Time Frame

As noted earlier in this paper, environmental justice research needs to address the fun-
damental issue of “which came first,” so that we more accurately understand the
processes that gave rise to the patterns that are observed today. As Greenberg (28) sug-
gests, it is important that environmental justice research focus on both outcome (current
patterns) and process. However, the process-oriented studies require detailed time-
series analyses of demographic change in communities. These are difficult to perform
because of limitations in historical databases, knowledge of facility start dates, and
most importantly, matching historical census boundaries. However, a number of
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Table 2 Children and the Location of Toxic Facilities in South Carolina, 1990

Number of TR
Block Group Percentage of Top 100 Percentage of TRI Heavy Heavy Metal Emitters
Characterization for TRI Releasers in Block Metal Emitters in Block in Block Group
Children <18 Yearsa Group Category Group Category Category

High 44% 45% 61

Medium 31% 28% 38

Low 25% 27% 36

Chi-square (significance) 6.08 (.0478) 10.09 (.0064)

a Block group characterization (high, medium, low) is calculated as the percent younger than 18 in a block
group, divided by the percent younger than 18 for the state. “High” indicates block groups with a ratio of
children <18 years greater than 1.1:1, “medium” indicates a ratio between 0.9:1 and 1.1:1, and “low” indi-
cates a ratio lower than 0.9:1.



studies (10,29,30) have conducted these time-series analyses with inconclusive results.
While inequities may currently exist, they came about by a process more likely ex-
plained by regional and state migration patterns, market dynamics, and unique and lo-
calized sociospatial contexts. For example, in an attempt to solve income and
employment disparities within a region, states may embark on economic development
plans that promote economic growth but may also promote environmental inequities.
This may help to explain some of the disparities found in rural, southern states, for ex-
ample, though this explanation may not address the processes giving rise to inequities
in northern urban-industrial areas.

Relative Hazardousness of Spatial Units

The late 1990s have seen an increasing sophistication of environmental justice research.
There is movement away from the static indicators of injustices—mere presence or ab-
sence in a community—to more consideration of the underlying processes and poten-
tial impacts of facilities and their emissions. Of critical concern are the quantity and
toxicity of emissions from facilities. Secondary concerns are the spatial variability of
emissions and their potential impact on local populations. While many of the existing
databases (such as TRI) provide estimates of releases or emissions, there is no consis-
tent source of data regarding the toxicity or potential health impact of these emissions.
One of the biggest stumbling blocks to this line of inquiry is the lack of a consistent
measure of toxicity that the social science community can use in comparing risk.

Only a handful of studies have tried to incorporate toxicity measures into environ-
mental justice research (11,16,24,31,32). While each study used TRI data, they employed
different toxicity measures, so comparability between them and generalizations from
them are difficult. Much more work needs to be done in this area to develop a repre-
sentation of relative risk and thus a prioritization or action.

Conclusions

This paper has described the evolution of environmental justice policy. Based on the re-
search and empirical work to date, a number of issues or lessons have been highlighted.
First, there is a critical need for spatial accuracy in the location of toxic facilities. Second,
geographical scale is important because injustices may statistically exist at one scale,
but disappear when using another. The optimal scale depends on the initial questions
asked of the research and/or policy. Third, the choice of environmental threat, subpop-
ulation, and time frame affect the comparability of findings and their replication. A
number of important subgroups are missing from much of the research (e.g., the eld-
erly, children). Thus far, there is little replication of results, largely due to the differences
mentioned. Fourth, the current physical distribution of environmental threats may not
lead to differences in potential exposures. Just because a facility is located in a minority
tract, for example, does not mean that there is more potential exposure to that tract’s
residents. Fifth, the spatial delineation of toxicity indicators can help to define the rela-
tive hazardousness of places. Finally, and perhaps most important, the empirical
“proof” of an injustice may be less important than the local perception of and sensitiv-
ity to the issue. Demanding complete certainty in the existence of environmental injus-
tice before policy initiatives are undertaken may pose greater risks to the well-being
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and functioning of communities than simply responding to the perception of the
threats.
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Abstract

Geographic information system (GIS) technology is fast-developing with
an ever-increasing number of applications. Air dispersion modeling is a well-
established discipline that can produce results in a spatial context. The mar-
riage of these two applications is optimal because it leverages the predictive
capacity of modeling with the data management, analysis, and display capa-
bilities of GIS. In the public health arena, exposure estimation techniques are
invaluable. The utilization of air emission data, such as the US Environmental
Protection Agency’s Toxics Release Inventory data, and air dispersion model-
ing with GIS enable public health professionals to identify and define a po-
tentially exposed population, estimate the health risk burden of that
population, and determine correlations between point-based health outcome
results and estimated health risk.

Keywords: air pollution, emissions, toxics release inventory, public health,
Air Force

Introduction

The federal Agency for Toxic Substances and Disease Registry (ATSDR) is often
charged with investigating past exposures to determine their associations with health
outcomes observed within specific communities. The task often requires the use of in-
formation specific to a given locality, namely: toxic substance release data, topograph-
ical data, land use data, meteorological data, mathematical modeling data, population
density data, demographic data, and health outcome data. Proper evaluation and cor-
relation of these data are essential to reveal possible associations between observed
health effects and chemical exposures. This paper details a technique by which air dis-
persion model results are integrated with other spatial datasets on a geographic infor-
mation system (GIS) platform. Once the component datasets are gathered, they can be
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analyzed using standard GIS functions to provide support for interpretation of site data
and evaluation of exposure hypotheses.

Public Health Context
The analytical technique explained in this paper will be showcased in the context of a
public health concern brought on by environmental contamination. The public health
concern existed at a US Air Force base charged with the management and maintenance
of aircraft engines, weapons systems, support equipment, and aerospace fuels. The base
hosted, maintained, and repaired various jet aircraft. Specific activities that were po-
tential sources of off-site air contamination included painting, chrome plating, fueling,
and fuel storage. Members of the community neighboring the base expressed concern
about fuel vapor and other odors, and questioned the relationship between the odors
and the occurrence of health effects such as nausea, headaches, difficulty breathing, and
cancer.

Integration Technique
The technique integrates conventional air dispersion modeling with GIS technology.
The marriage of these two technologies is appropriate because it takes advantage of
each component’s strengths—the high-powered, predictive capacity of computer mod-
els and the editing, data handling, and interpolation capabilities of GIS (1). This paper
first explains the basics of air dispersion modeling, including its development, uses,
and advantages. Next, it outlines the rise of GIS technology and investigates a variety
of GIS applications. Finally, this paper concludes with a discussion of the integration of
air dispersion modeling results with other spatial data on a GIS platform.

Introduction to Air Dispersion Modeling

Air dispersion modeling is a predictive method used to estimate the concentrations of
pollutants in the atmosphere resulting from point or nonpoint atmospheric emissions.
It takes into account various factors that can affect a substances’s concentration in a
plume as it migrates through the air. These influential factors include gravity, meteoro-
logical conditions, and chemical reactions. Among a variety of other purposes, air dis-
persion models have been used to:

• Design stacks to minimize the nuisance from pollutants at ground level
• Calculate when odors might be expected
• Determine the needed removal efficiency of air pollution control equipment
• Plan for emergency response to accidental releases
• Determine the acceptable levels of operation of air pollution generating facilities

(2)

The regulatory role of air dispersion models has gained great significance because ju-
dicial rulings in 1977, 1978, and 1980 have upheld the Clean Air Act Amendment of
1977, which states that a modeled air pollution violation is just as valid as a sampled
violation (2).

The Creation of Air Models
Air dispersion models are semiempirical—they are in part derived from basic
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principles and in part derived from measured data. Specifically, an air dispersion model
is developed by measuring both emissions and meteorological conditions and moni-
toring contaminant concentrations at various points downwind of the source. These
data are then correlated to find a mathematical model equation that provides the best
fit. The resulting model is validated through rigorous testing at various combinations
of known emissions and meteorological conditions. Although the mathematics of the
model greatly affect its successful prediction of a substance’s concentration, the quality
of the input data also has a great impact on the results (2).

Advantages of Air Dispersion Modeling

The use of air modeling is advantageous for a variety of reasons, including the
following (3):

• Models can be used to estimate a substance’s concentration 24 hours a day for
any time period for which both emissions and meteorological data exist.

• Models can account for deposition from particulate matter settling to the
ground, as well as depletion resulting from the substance’s reaction with sun-
light and other materials.

• Models can be used to estimate the level of various substances existing in the
ambient air as a result of emissions from a single source or multiple sources.

• Models can average short-term fluctuations in emissions and meteorological
conditions, resulting in a long-term average.

• Models can estimate a substance’s concentration at an unlimited number of
locations.

Conversely, conventional air sampling can be limiting for a variety of reasons, in-
cluding the following:

• Sampling measures substances arising from many and varied sources in the
area; it cannot determine the effects of a single facility.

• Sampling results are based on conditions at the time of the sampling event.
These conditions could be an extreme and not represent average conditions (3).

• Sampling efforts can be very expensive.

Geographic Information System Technology

GIS technology provides an excellent platform upon which different types of spatially
referenced data can be united for analysis and display purposes. Prior to the advent of
GIS technology, many operations that involved the concerted utilization of datasets de-
rived from different sources and in different formats were carried out using a “push-
pin” approach in which hard-copy maps were generated and overlaid upon one
another. The approach was both costly and time-consuming and often yielded substan-
dard results. This type of spatial analysis harkens back to a map by French military
leader and cartographer Louis Alexandre Berthier (1753–1815) that was composed of
hinged overlays showing troop movements during the 1781 Siege of Yorktown (4). In
the 1960s, Dr Roger Tomlinson of the Canada Geographic Information System (CGIS)
developed the first computer-based GIS (5). CGIS was designed to store, manage,
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analyze, and manipulate spatial data in an effort to assess the productivity of Canadian
farmland.

The arrival of high-powered computers in the 1980s facilitated the proliferation of
GIS applications in a variety of different disciplines. It has been estimated that over 80%
of the world’s data have a spatial component. These spatial components could include
an address in a database, coordinates in sampling data, or a zip code in sales data. GIS
has been used to manage county tax records, route delivery and emergency vehicles,
perform site selection based on many parameters, manage utility networks, and de-
velop strategies to address problems such as crime, urban sprawl, and environmental
degradation. 

Elements of a GIS
The process of developing a GIS includes data acquisition and preprocessing; data man-
agement, manipulation and analysis; and product generation (4). Data acquisition is
often the most expensive and time-consuming element in utilizing GIS technology.
Issues involved in this phase of development include data accuracy, scale, and meta-
data. Metadata is a written detailed description of the data similar to engineering spec-
ifications. Preprocessing, or the machinations necessary to convert data to a digital
format and integrate it with other spatial data, often involves elements such as digitiz-
ing and quality assurance and control procedures. As with air dispersion modeling ef-
forts, the successful use of GIS technology depends much upon the datasets used and
the methods used to automate those datasets. Thus, data management, including stor-
age and documentation, is key to a GIS project. During the manipulation and analysis
phase, the data are used to get results and make decisions. It is important to remember
that GIS is a tool—a flexible, easy to use tool—but, still, only a tool. The application or
effective use of GIS is key to the success of a GIS enterprise. Gigabytes of spatial data
are of no value to any organization if that information is not used. Finally, product gen-
eration involves the transmittal of results produced by GIS to the people who need
them. These results may be delivered as a conventional paper map or digitally via
diskettes, intranet, or Internet. Whereas the paper map is static, a digital map can be
dynamic because it can contain a greater amount of information. This allows the map
reader to define the map message by selecting different map scales or different data to
display.

Integration of Modeling Results on a GIS Platform

Typically, GIS and air dispersion modeling software are separate packages often writ-
ten in different languages. Therefore, the question arises as to how the air dispersion
modeling results can be most effectively integrated with other spatial data on a GIS
platform. Models for the integration of modeling results and GIS data include full inte-
gration, loose coupling, and tight coupling (Figure 1) (1). Full integration means that the
calculations performed by the model are encoded in a high-level language packaged
with the GIS software, such as ARC/INFO’s Arc Macro Language (AML) or ArcView’s
Avenue (Environmental Systems Research Institute, Redlands, CA). Loose coupling in-
tegration consists of uniting the systems at predefined end points. For example, the
data would first be processed using air modeling software, then the results would be
used in a GIS package. Tight coupling integration involves the development of a user
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interface that allows users to access both the model software and the GIS package using
one graphical user interface (GUI). An application built on the tight coupling concept
gives the illusion that one software package is being used when, in reality, the GIS pack-
age and the modeling program are being used separately in concert with each other. 

The work discussed in this paper uses loose coupling because loose coupling pro-
vides a faster implementation time than tight coupling and with the same results. If, in
the future, this process needs to be used on a repetitive basis, it may be worth the time
to develop a tight coupling integration application. In such a case, the investment in de-
velopment time and effort would be offset by the speed and efficiency with which the
task could then be carried out.

GIS Datasets
Use of air dispersion model results with other GIS spatial datasets on a GIS platform is
at the heart of the work discussed here. This section discusses the spatial datasets that
were compiled and integrated with the air dispersion model results. The conditions at
the site and the goal of ATSDR in its investigation have warranted the use of various
datasets. These include aerial photography, 1995 TIGER/Line files, and US Census de-
mographic data.

Aerial Photography
Aerial photography can be gathered from a variety of data sources. Although image
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Figure 1 Integration strategies (1).
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processing techniques provide many ways to view and manipulate aerial photography,
the authors used it here primarily for orientation purposes.

TIGER/Line Data

Topologically Integrated Geographically Encoded and Referencing (TIGER/Line) files
(6) are spatial datasets compiled by the US Census Bureau that include base map fea-
tures for all areas of the United States. These features include roads, rivers, water bod-
ies, political boundaries, and cultural features (schools, parks, and hospitals). GIS data
consisting of on-base features in large scale were obtained from the engineering divi-
sion of the Air Force base; however, the aerial extent of the analysis to be performed re-
quired more extensive use of the TIGER/Line files.

US Census Demographic Data

ATSDR’s work depends heavily on demographic information when analyzing environ-
mental contamination and the potentially related health effects. Specifically, obtaining
the raw numbers of people in an area and the numbers of people who are in high-risk
groups (children, the elderly, and women of reproductive age) is critical. The US Census
provides this type of data along with an abundance of other information on socioeco-
nomic variables. For analysis at the Air Force base, block-level spatial data and demo-
graphic data were compiled. This information was dynamically integrated with the
model-based results data in the GIS analysis phase of the project.

Integration Technique

ATSDR used the most recent version of the US Environmental Protection Agency’s
(EPA’s) Industrial Source Complex Short Term air dispersion model, version 3 (ISCST3),
to estimate emissions from the Air Force base. EPA developed the ISCST3 model pri-
marily for determining if air emissions sources meet state and federal air quality stan-
dards (7). The ISCST3 model allows the refinement of results through the use of
additional parameters such as building height, source temperature, particle size, and
decay rate. When modeling the emissions from the Air Force base, ATSDR did not spec-
ify the values for these additional parameters. The default values were deemed appro-
priate because the potential improvement of the results arrived at through the setting
of these parameters was considered to be negligible when compared to the uncertainty
of the input parameters.

The model was run on 7,016 inputs (sources and multiple chemicals from each
source) from the Air Force base emission inventory for a variety of carcinogenic com-
pounds. This inventory, which is similar to EPA’s Toxics Release Inventory (TRI), con-
tains an emission rate in grams per second for each emitted air pollutant from each
source. The model estimated concentration values for a uniform grid of 5,100 points
spread evenly across the 446-square-kilometer study area at 300-meter intervals. Five
years of meteorological data were averaged to form the meteorological component. The
results included the coordinates for each modeled point, the average compound con-
centration estimate at each point, and the number of hours for which the compound
concentration values were estimated.

A GIS point file for each of the modeled contaminants was created. One point in the
GIS file exists for each modeled grid point in the original air model output. Thus, the
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spatially referenced modeled output dataset can now be integrated with other spatial
datasets (Figure 2).

Map Projections

The air dispersion model produces contaminant values at grid intersections of a
Cartesian coordinate system. This coordinate system is a two dimensional representa-
tion of the earth’s surface. The coordinate system is derived from a map projection that
is a mathematical method for representing the features of the spherical surface of the
earth on a planar map. GIS datasets can be stored using a variety of different map
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Figure 2 Locations of points at which the model generated a concentration estimate (3).
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projections. For datasets to be integrated, however, it is imperative that they are stored
in the same projection. Therefore, the integration of air dispersion modeling data in-
volves the reprojection of data from the original map projection to the projection of the
remaining datasets. In this case, the GIS point file was projected from the Texas State
Plane South Central coordinate system (based on the Lambert conformal conic projec-
tion) to the Plate Carree projection. After the importation and reprojection have been
accomplished, the modeled datasets can be analyzed in concert with existing data.

Applicable GIS Processes

Once data have been integrated into a single digital map on a GIS platform, several spa-
tial processes are available for analyzing the information. For instance, contours can be
generated from values at point locations by a variety of interpolation techniques.
Kriging is considered the optimal method of spatial linear interpolation. Kriging is a
logarithmic method in which the mean is estimated from the best linear-weighted mov-
ing average (8). For the work presented in this paper, the authors used kriging to gen-
erate contours from the air dispersion modeling data because logarithmic interpolation
is more consistent with the natural distribution of contamination.

Contours developed with kriging can be used to generate polygons that, in turn,
can be used in additional GIS analysis, such as the area-proportion technique. The area-
proportion technique is an excellent example of the use of GIS to analyze disparate
types of data to get results. It is essentially a “cookie-cutter” operation that estimates
values within a polygon based on values of polygons in another data layer. For in-
stance, the number of people living within a contour generated by kriging could be es-
timated based on the number of people living in census blocks in the same area. For
cases in which the contour polygon crosses the census blocks, a simple proportion of
the area of the census blocks lying within the target polygon is used to compute popu-
lation numbers (Figure 3). The area-proportion technique assumes an even distribution
of population (or whatever is being estimated) and, therefore, might result in a certain
amount of measurable error. For example, the area-proportion technique assumes that
the population within a census block is evenly distributed throughout the block. Thus,
if a contour polygon encompasses 50% of a block it is assumed that 50% of the popula-
tion of that block lives within the contour polygon. However, because population is
rarely evenly distributed across an area, the area-proportion technique results in some
amount of error. For example, if all of the population living in a census block that the
contour polygon boundary intersects actually live outside the contour polygon, then the
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Figure 3 Area-proportion technique illustrated.
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area-proportion estimate is high. Conversely, if all of the population living in a census
block intersected by the contour polygon boundary actually live inside the buffer poly-
gon, the area-proportion estimate is low. The size of the error generated by the area-pro-
portion technique depends on:

• The number of reference polygons (e.g., census blocks) used to compute the
estimate

• The size of the reference polygons

The application of the area-proportion technique is an excellent way to begin explo-
ration of disparate datasets using GIS.

Public Health Applications

After all datasets have been melded in a GIS format, many avenues of data exploration
are open to public health professionals. As stated earlier, ATSDR’s goal is to evaluate
the potential detrimental effects of air releases on the neighboring populations. This
goal provides the impetus for integrating air dispersion modeling data with existing
spatial datasets.

Calculation of Cancer Health Risk
The additional cancer health risk to a population can be estimated by multiplying the
EPA’s cancer inhalation slope factor (unit risk) by the average annual concentration pre-
dicted by the model. This estimate is considered a screen because it is a worst-case con-
servative estimate and indicates which segments of the population of interest can be
eliminated from further analysis and which segments require more refined analysis.
Segments of the population requiring further analysis can be more accurately identified
using this integrated approach, not only as to physical location, but also as to demo-
graphic composition. This process would allow a more site-specific approach to account
for the prevalence of more sensitive subpopulations. This refined information can also
be used to identify residents for information mailings and notifications, solicitation of
information, and clinical intervention or medical monitoring.

Refinement of the Exposed Population
Without the use of modeling (or sampling), public health professionals are tied to ob-
solete methods for estimating the exposed population. For instance, some organizations
might have specified that a population living within a uniform distance of a site bound-
ary is the “exposed population.” Population estimates derived in this manner are often
substantially different from the actual exposed population. Modeling allows the refine-
ment of size, location, and demographic composition of an exposed population. In the
example shown in Figure 4, air dispersion modeling has resulted in a smaller exposed
population than the estimate arrived at using the uniform distance technique (Table 1).
Furthermore, the population derived from air modeling is distributed across a slightly
different area.

Correlation with Point-Based Health Outcome Data
Often health professionals can obtain spatially referenced health outcome data for
specific populations. Such a dataset would include the coordinates of a residence or
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workplace of an individual and the health outcome exhibited by that individual.
Obtaining such data is often made difficult because of confidentiality issues; however,
when they can be obtained, they can be successfully integrated with GIS data (such as
air dispersion modeling results).

After the coordinates are imported into a GIS package, the health outcome points
can be correlated with the contours of elevated health risk. This type of analysis can in-
dicate if there is a potential association between a modeled exposure level and a re-
ported health outcome. However, many other issues related to the makeup of the
population must be considered. These critical elements include, but are not limited to:

• Length of residence
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Table 1 Estimates of Population Exposed to Perchloroethene (Unnamed Air Force Base)

Area of Estimation Total Populationa

Population within 1 mile of site boundary 50,861

Population within 1/10,000 risk contour 26,033

a Computed by area-proportion technique.

Source: (3,6)

Figure 4 Exposed population estimation methods.

0.5 0 0.5 1 1.5 Kilometers

Source: ATSDR, 1998.
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PCE Health Risk

Population Estimation Methods
Isocontour bounded area in which
excess cancer risk >= 1/10,000
(based on screening values)



• Potential occupational exposure
• Potential residential exposure
• Genetics
• Socioeconomic status
• Lifestyle (e.g., smoking and nutrition)

Each of these elements can have an effect on the interpretation of health outcome
data. For example, length of residence is considered because cancer development usu-
ally involves a latency period of many years. Therefore, if a person in the community
of interest developed a cancer, but had only lived in the community a short time, it
would be unlikely that the cancer development occurred as a result of an exposure in
the community of interest.

Correlation Methods
At this time, the health outcome data based on the residence location of reported cases
have not yet been compiled for the project discussed in this paper. Nonetheless, the
analysis will generally proceed as follows.

In determining the correlation of health outcome points with a cancer risk contour,
five properties of the distribution of point features are pertinent. These are:

• Frequency: Number of occurrences
• Density: Number of occurrences per unit area
• Geometric center: Means of x-y coordinates
• Spatial dispersion: Standard deviation of the means of x-y coordinates
• Spatial arrangement: “Pattern” of the points, can be clustered, random, or

scattered (8)

Based on the distribution of cancer case points in the vicinity of the study area, a
judgement can be made on the potential association of the cases with the cancer risk
contour. This judgement is just one factor in a weight-of-evidence approach that evalu-
ates all relevant data, rather than a purely quantitative approach in which assumptions
and uncertainties are often not represented (9).

The properties of point distribution can be utilized to evaluate the distribution of
cases in many and varying ways. For instance, density can be used to establish associ-
ation when the point density inside a critical contour is higher than the point density
outside the contour. However, this measure should not be taken by itself. It must be
normalized by population to yield a valid assessment. Furthermore, the spatial arrange-
ment must be evaluated to completely assess the exposed population. For example, the
clustering of cases at one or more points within the critical contour might be related to
the location of a retirement or assisted-living home, not the exposure of a population to
carcinogens. Finally, a comparison of the spatial arrangement of the cases inside and
outside the critical contour can be enlightening. A marked difference (Figure 5), in
which a scattered pattern exists inside the critical contour and a random or clustered
pattern exists outside, could be an indication of a potential association of cases with
chemical or substance exposure.

The distribution of cancer point cases can also be used to eliminate any association
and accompanying public fears. For example, if the majority of cases lie outside the crit-
ical contour, it would be safe to infer that the polluter might not be emitting quantities
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of pollutants in a sufficient amount to be dangerous. In addition, as illustrated in
Figure 6, a pattern that remains the same inside and outside the critical contour
indicates that the cases may not be associated with exposure. Finally, a uniform density
(normalized by population) can also be a reason to conclude that emissions may not be
a factor in the health outcome.

The key to evaluation of case locations in the context of a critical risk contour is to
consider the totality of many elements including, but not limited to, spatial distribution
of points, population density, and population characteristics.

Conclusion

GIS is a fast-developing technology with an ever-increasing number of applications. Air
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Figure 5 Positive association scenario.
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dispersion modeling is a well-established discipline that can produce results in a spa-
tial context. The marriage of these two applications is optimal because it leverages the
predictive capacity of modeling and the data management, analysis, and display capa-
bilities of GIS.

In the public health arena, exposure estimation techniques are invaluable. The use
of air emission data, such as TRI data, and air dispersion modeling with GIS, enable
public health professionals to identify a potentially exposed population, estimate the
health risk burden of that population, and attempt to correlate point-based health out-
come results with estimated health risk. As demonstrated in this paper, the GIS
platform provides a means by which air dispersion modeling results can be effectively
applied to public health studies.
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Figure 6 Negative association scenario.
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Assessing the Accuracy of Geocoding Using Address
Data from Birth Certificates: New Jersey, 1989 to 1996
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Abstract

With the widespread availability of low-cost geographic information sys-
tems (GIS) on microcomputers, there has been growing interest in linking
sociodemographic variables from census and other sources to vital records for
individuals (e.g., from birth and death certificates). Such linked data sets
would especially assist investigations into factors contributing to adverse
reproductive outcomes (e.g., very low birth weight, infant mortality) and other
health events in small areas. Address standardization software with built-in
geocoding features offers particular promise in appending data from locations
such as census tracts. Because successful linkages of social area and individual
levels of data rely on accurate geocoding information, this presentation exam-
ines the quality of address data from a large, population-based vital records
system. Expanding on an earlier report that studied adverse reproductive out-
comes for 1985 to 1988, this paper describes New Jersey’s efforts to assess the
accuracy of locational data reported on its 1989 to 1996 birth certificates
(N=971,592) with that resulting from the application of an address standardi-
zation procedure (N=951,895). At the municipality level the agreement be-
tween geocoding from address standardization and the certificates was
91.68%, while for 870,149 (91.41%) of the records the census tract or block
group could be identified. Before the results could be compared, preliminary
work of reviewing and correcting some records was required, especially for
post office boxes and rural delivery addresses. Because many records fall into
areas spanning multiple municipalities, the results will affect linkages of zip
code information for municipalities. Specifically, with considerable confusion
between zip code and municipality boundaries, methods to minimize misclas-
sification errors will have major implications for projecting school enrollments
and estimating health outcomes.

Keywords: address, geocoding, census

Introduction

The major purpose of this paper is to describe the accuracy and utility of birth certifi-
cate mailing address data in geocoding municipalities (also known as minor civil divi-
sions, or MCDs) compared with traditional coding of MCDs using mother’s residence
also listed on the same vital record. Analyses were conducted for the birth years 1989
to 1996, following the implementation of New Jersey’s variant of the national standard
certificate. This paper introduces a problem that came to the attention of the New
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Jersey Department of Health and Senior Services (NJDHSS) Center for Health Statistics
(CHS) early in 1991—that of confusing results arising from different methods used for
assigning geocodes. The paper then describes a multi-step process followed to improve
the quality of addresses and other information on its birth certificates, including the
introduction in 1995 of the most ambitious electronic birth certificate (EBC) system in
the entire country (1).

New Jersey, along with several other states, has a long history of reporting births
and other health outcomes at the municipality level (2). Typically, these reports are
based on statistical analysis of the numeric values (often referred to as geocodes) of
such areas as recorded on vital records, with little attention to how accurately the cod-
ing process reflects the actual MCDs. Although there has been a growing interest in
using sophisticated geographic information systems (GIS) to carefully pinpoint the res-
idences of cases for cluster investigations and other epidemiological studies of possible
environmental exposures (3), these efforts have usually focused on relatively small
geographic areas such as a few zip codes or census tracts. The emerging capabilities,
however, of address standardization software procedures with GIS features has made
it feasible and inexpensive to expand the computerized geocoding of events to much
larger areas. This report presents some results from what appears to be among the first
large-scale, population-based studies (i.e., data from several years for an entire state)
comparing the underlying accuracy of traditional manual geocoding of MCDs on vital
records with that found automatically through address standardization. While perhaps
giving initial impressions of being specific to New Jersey, some of the confusions be-
tween address data and traditional geocodes are likely to be encountered in other areas
with large populations, especially as software packages for address standardization
and GIS are more widely applied.

Background

New Jersey’s efforts to improve the quality of its geocoded information on the state’s
municipalities began early in 1991, shortly after CHS was reorganized under its current
director. Because the funding of New Jersey’s schools relies heavily on taxes collected
and administered at the local level (all 566 of its current MCDs are incorporated and
there are 611 distinct school districts), there is considerable interest in projecting school
enrollments to estimate future classroom construction needs using cohort survival
methods. As a result, representatives of many of the districts call CHS for the latest of-
ficial birth statistics for selected municipalities and counties in order to develop their
projections.

In the process of responding to requests from school planners for the then newly
available data from 1989 birth certificates, CHS staff encountered several instances of
enormous changes between birth figures for 1988 (and earlier years) and 1989. These
shifts appeared to have been due to the introduction of a new birth certificate form for
1989 births. Table 1 shows shifts in birth figures that involved an apparent 241% in-
crease in births between 1988 and 1989 in a small town with a relatively high median
age, while there was a corresponding drop of births (-86%) for the same two years in a
surrounding municipality that shared the first town’s zip code. Although it involved
smaller percentage changes in the birth attribution between 1988 and 1989 for two
adjacent municipalities (28% and -34%, respectively), the second example shown in
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Table 1 represents an even more dramatic situation, because the first municipality had
to account to state government for nearly $9,000,000 in excess payments it had received
based on faulty enrollment projections (4).

The fundamental problem that needed to be resolved was the confusion between
representing a mother’s mailing address as a postal address versus representing the
same address relative to the boundaries of the municipality/MCD. This confusion can
be visualized by overlaying MCDs within a county on top of zip code boundaries for
the postal deliveries to those same areas. Especially vivid are overlays that display zip
codes overlapping both municipality and county boundaries, a situation that is not
unique to New Jersey.

While participating in the 1989 nationwide implementation of a new standard birth
certificate, New Jersey had contributed to the blurring of MCD and zip code boundaries
by inadvertently placing the birth certificate query for the mother’s mailing address be-
fore that for her municipality of residence. Although this seemingly minor reversal was
soon corrected in the printed birth certificates (in mid-1991), considerable confusion
persisted, in part because the collection of many additional items on a multi-part form
(instead of the more compact, 5- by 8-inch version used prior to 1989) had altered the
methods used by hospitals to prepare typed versions of the certificates. In particular,
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Table 1 Examples of Shifts in Birth Figures Associated with the Introduction of New
Certificates in 1989

EXAMPLE #1

Number of Births Per Year

Code
MCD Type 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996

1A Old 72 57 89 99 338 334 90 75 82 89 80 77

New — — — — 91 99 63 65 66 72 71 68

1B Old 130 161 218 203 28 61 274 295 273 254 258 229

New — — — — 245 265 295 288 274 251 249 225

EXAMPLE #2

Number of Births Per Year

Code
MCD Type 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996

2A Old 1,888 1,951 2,061 2,136 2,728 2,614 2,624 2,072 1,805 1,663 1,569 1,549

New — — — — 2,112 2,015 2,056 1,926 1,777 1,633 1,518 1,521

2B Old 1,003 1,034 1,081 1,122 740 794 737 1,010 1,103 993 968 1,004

New — — — — 1,155 1,190 1,134 1,129 1,121 1,032 1,026 1,025

Old=Traditional vital records geocoding of the mother’s residence municipality as reported on the birth certificate

New=Coding of residence municipality based on mother’s mailing address as reported on the birth certificate



the new certificate forms could not easily be copied for use by parents/informants in
completing selected items as had been done with the forms for earlier years. Instead,
many hospitals began to substitute the postal city of the mother’s mailing address for
the municipality of residence, often without questioning the mother at all. 

Beyond their role in projecting school enrollments and classroom needs, birth
figures have had several important health applications reported on by CHS staff and as-
sociates. Especially noteworthy are those instances in which live births provide de-
nominators for the calculation of rates for analysis of geographic variations, including
low birth weight and inadequate prenatal care, as well as other birth-related character-
istics such as infant and fetal mortality (2); case-control studies of environmental expo-
sures and adverse reproductive outcomes (3); and cluster investigations (5). Of course,
an even more important consequence of any misclassification of events in adjacent
areas is the possibility that the “numerator” characteristics involved in the calculation
of such rates may also be affected when the records of some individuals are assigned to
different municipalities. For example, those infants who were determined to be inap-
propriately geocoded to municipality “2A” in Table 1 had a mean birth weight that was
approximately 150 grams higher than those births for whom the original geocode was
unaltered (6); that is, the misallocation of cases would paint a much more optimistic
picture of the health status of infants in “2A” than would be warranted. 

In retrospect, given that it is the nation’s most densely populated state and has a
tradition of local home rule dating back to the American Revolution, New Jersey’s
geocoding difficulties are hardly surprising. In contrast to the generally rectangular
partitioning of other parts of the country that later became part of the emerging nation
(e.g., the Northwest Territory), the boundaries of New Jersey’s counties and municipal-
ities are irregular and often lack readily identifiable physical demarcations such as
rivers or roads. Other confusions stem from instances of duplicate municipality names
in different counties, in recognition of important Revolutionary War figures (e.g., 6 in-
stances of Washington Townships, 4 Franklin Townships, etc.). There are also confu-
sions that occur in about 25 pairs of adjacent municipalities (e.g., Princeton Boro and
Princeton Township) in which the post office serving a central area also delivers mail to
a surrounding MCD with a nearly identical name. Furthermore, with a long and color-
ful history, New Jersey has about 3,600 small areas that are known by local names, most
of which are not municipalities and, therefore, lack any official governmental status or
well-defined boundaries, despite their sometimes distinctive-sounding names. Toms
River, a part of Dover Township in Ocean County and site of an ongoing childhood can-
cer cluster investigation, is perhaps the most well-known recent example of these local
name areas. 

When one considers New Jersey’s municipalities and local name areas in conjunc-
tion with the postal zip codes serving them, the basis of geocoding confusion becomes
even more apparent. Based on the “good” addresses employed in this report—those
that met post office certification standards and could be geocoded unambiguously by
census TIGER boundaries with no alterations, the state’s MCDs are overlapped by 624
zip codes representing 659 different postal city names. Because postal delivery routes
are not required to correspond to other geopolitical entities and are sometimes changed
to improve service, a large number (392) of the state’s zip codes cross municipality
boundaries, sometimes even crossing counties in the process. As part of early work on
this study, 360 of New Jersey’s municipalities were identified as being affected by a
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substantial sharing of mail delivery routes with neighboring communities, while 42 of
its zip codes cross into a second county and 5 of those cross into yet a third county.
Although the sharing of zip codes most often affects pairs of municipalities (152
affected), there are instances of zip codes that serve as many as twelve or thirteen dif-
ferent MCDs (2 and 1 affected, respectively). Finally, there were 1,932 combinations of
postal cities, zip codes, and municipalities that accounted for the locations of the good
records in the present study. (Note that ongoing population growth/migration and the
closing of smaller post offices are among factors likely to lead to the future recognition
of similar confusions between zip code and MCD boundaries in other states.)

Steps to Improve Quality

Once the scope and nature of the geocoding confusion on New Jersey birth certificates
became apparent in early 1991, CHS and NJDHSS’s Bureau of Vital Statistics (BVS)
began coordinating a series of steps to improve the quality of the state’s locational data
for these records. Early steps concentrated on the traditional geocoding of municipali-
ties prepared by BVS. Then, after CHS gained access to address data from birth certifi-
cates (also based largely on work performed by BVS), efforts shifted toward making
such information more useful by geocoding with greater accuracy, not only at the
municipality level but also for smaller areas such as census block groups. (Clearly, some
of these steps could be replicated elsewhere.)

Hospital Visits
The hospital accounting for the vast majority of the confusion in the first example cited
above was visited on three separate occasions. Working with the local registrar in that
municipality, hospital records were inspected and birth records were amended to reflect
the actual municipalities of residence cited (versus the apparent municipalities reflected
in the postal cities listed in mailing addresses). While such a process would be labor-
intensive if done on a statewide basis, these initial visits gave valuable insights into sub-
sequent efforts to improve geocoding accuracy.

Change Order of Birth Certificate Items
Simultaneous with the hospital visits, the order of the mailing address and residence
municipality items on the birth certificates was reversed. Unfortunately, this change
was probably only minimally effective because it was made long after the new data col-
lection methods had been introduced by hospitals to account for the vast increase in
information collected on the new 1989 certificates. However, as a new cycle of national
standard certificates are introduced in the near future, it is hoped that more attention
will be paid to improving and standardizing the acquisition of some key pieces of in-
formation such as residential locations and race/ethnicity. A particularly critical change
would seem to be the inclusion of direct, personalized probing of sensitive information
(versus relying on mailing addresses and visual attributions of race and ethnicity).

Comparison of Statistical Results to Street Maps
By the summer of 1991, CHS had completed the process of inspecting street maps for
the state’s 21 counties to better understand the changes in geocoding results between
1988 and 1989 births for adjacent municipalities. In the absence of a computerized
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mapping capability, this step was more difficult than initially envisioned, especially
when using out-of-date or incompatible maps to inspect zip codes that crossed county
boundaries. As a result of the statistical/map comparison work, however, 360 munici-
palities were identified as having substantial overlapping of zip codes from nearby
communities. 

Design and Implementation of Birth Certificate Worksheets
By the fall of 1991, CHS had designed, pilot-tested, and revised four-part worksheets to
improve the quality of birth certificate data by standardizing its collection. Central to
this effort was a parents’ information sheet that concentrated on carefully ascertaining
the mother’s residence and mailing addresses as well as other items relating to race and
ethnicity. The worksheets were implemented statewide through regional training
sessions in the spring of 1992 and provided the basis for the eventual introduction of
New Jersey’s ambitious EBC system in 1995. The second example in Table 1 indicates
how the worksheets had an apparent impact on improving the traditional coding of
municipalities as early as 1992 and 1993, long before any work on address standardiza-
tion had commenced. 

Interactions with Local Registrars, Hospital Personnel, and School Officials
CHS initiated discussions with and sought feedback from local registrars and hospital
personnel to improve the design of the birth certificate worksheets. Being responsible
for critical components of the birth certificate process, these groups were seen as key
players in a data quality improvement effort. Later, as part of attempts to explain of-
tentimes large variations in birth figures over time, there were also hundreds of inter-
actions with school superintendents and planners, clearly underscoring the
complexities of this project, especially with respect to predicting school enrollments. 

Initial Inspections of Addresses for In-State Records
By the winter of 1992, CHS had gained access to computerized files of mothers’ mail-
ing addresses on birth certificates. Although it was quickly realized that considerable
effort would be required to correct keypunching errors and parse the information into
separate fields (e.g., street numbers and names) in order to perform a meaningful analy-
sis, the ability to eventually access improved versions of these data reinforced the
efforts to implement the worksheets. Later in 1992, the design of the EBC system began
and included an early commitment to standardize the collection of addresses and other
important information.

Discovery of Address Standardization with Census Geocoding
The major breakthrough in this project came in the winter of 1994 when, as part of a
general interdepartmental discussion with the New Jersey Department of
Environmental Protection on how sophisticated GIS techniques might be applied to the
birth geocoding problem, it was discovered that a sister New Jersey agency (OTIS,
the Office of Telecommunications and Information Systems) could support access to a
state-of-the-art address standardization software package, Finalist/FinalFocus. As
a tool for achieving valuable postal discounts through the assignment of zip+4 codes,
the software would provide important data-cleaning and parsing features. Even
more important, a little investigation soon revealed that census tract and block group
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identifiers were not only employed internally as part of the standardization procedure
(along with latitudes and longitudes), but they would also be returned as part of New
Jersey’s acquisition of the software package. This breakthrough meant that, for the first
time, there was the prospect of a computerized procedure that could standardize
“messy” address data and automatically assign geocodes to records.

Acquisition of Addresses for 11,509 Out-of-State Births from Pennsylvania for
1989 to 1993
Once the address standardization procedure became available, CHS’s attention turned
to the acquisition of mailing address information that had previously been missing,
beginning with that for out-of-state events. A special arrangement made available an
electronic file of addresses for New Jersey resident events occurring in Pennsylvania for
the years from 1989 to 1993, thereby eliminating the need to re-key this information.

Data Entry of Birth Addresses for Additional Births
Beginning in the summer of 1994, CHS staff began the process of keying previously
missing address information, eventually accounting for the entry of such data for an
additional 10,242 in-state births. Note that, prior to this step, mothers’ mailing
addresses were entered when a social security card was requested for a child, covering
96.28% of the births in New Jersey. For 1991 and 1992, this data entry work was con-
centrated on records from the 360 municipalities with identifiable geocoding confusion.
Unfortunately, because interstate agreements limit how long exchanged vital events
information may be retained, out-of-state records for the 1989 and 1990 birth-years were
no longer available (except those already supplied by Pennsylvania, as described
above), so that no additional address information was initially keyed for those two data
years. More recently, all address information for New Jersey births has been computer-
ized; CHS completed this work for the 1993 birth year, while BVS made this part of its
routine activities beginning in 1994.

Because of the importance of tracking geographic variations in infant mortality,
CHS staff then found and entered previously missing birth certificate address informa-
tion for 754 infant deaths. Much of these data were missing due to many of these events
occurring soon after birth, so that a social security card would never have been
requested. In turn, this led to a decision by CHS staff to key address information for the
remaining 9,277 in-state events with previously missing computerized data for which a
paper certificate could be found, regardless of the geocoded municipality or data year.
As a result of keying in previously missing data (much of it from larger cities that
were not initially identified as being affected by geocoding confusions), addresses were
available for virtually all in-state births for the entire study period from 1989 to 1996. 

Initial Results and Corrections/Handling: 1989 to 1994
By the fall of 1996, the initial results for births from the 1989 to 1994 data years became
available. Although the standardization process provided helpful guidance on how to
inspect and improve addresses (e.g., handling rural delivery routes and post office
boxes), these early results were especially encouraging in that they indicated how what
had appeared to be very “messy” data could be automatically geocoded in about 90%
of the cases. This hands-on experience provided an opportunity to visually inspect
26,459 records in which zip codes were changed by the software to achieve SOUNDEX
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matching to the street addresses as well as the rendering of what initially appeared to
be 9,633 rural delivery routes and 11,638 post office box addresses. Some suggestions on
improving the parsing of addresses and the correction of a few census TIGER bugs were
passed on to the software vendor and became part of the regular quarterly updates.

Subsequent Software Enhancements
Based on the initial results, major enhancements of the geocoding aspects of the address
standardization process were undertaken in the winter of 1997. Instead of leading to an
overall latitude/longitude assignment for a census block group to which a good
address would have been assigned under the previous version, the enhanced procedure
provided interpolated values (over the range in a street segment) for individual records
to compare with census TIGER boundaries at the census block level. (The pair of lati-
tude/longitude values for an entire census block group were still inserted when an
address could only be matched at the zip+4 level.) To improve address matching
through the use of large postal and census databases to augment the
Finalist/FinalFocus results, the new procedure also (a) incorporated alternate street
names; (b) accounted for street numbers beyond current TIGER file limits (e.g., for
newly constructed homes); (c) corrected a “county-road problem” (i.e., by assigning
rural deliveries to the county in which the residence was located in those instances
where the mail box was on the opposite side of the road and, therefore, in another
county); (d) provided more “return codes” to facilitate analysis of the computerized
records; and (e) reduced the number of addresses falling into areas spanning multiple
municipalities, because census blocks typically do not cross MCD boundaries. (Note
that, beyond the initial cost to acquire the Finalist/FinalFocus package, the minimal
costs for these enhancements were the only other direct costs for this entire project.) All
of the 1989 to 1994 addresses were then re-processed using the new procedure. By the
summer of 1998 it was also possible to complete the processing of the 1995 and 1996
certificates.

Acquisition of Addresses for 2,505 Out-of-State Births for 1996
The final quality improvement step involved an acquisition of 1996 addresses for New
Jersey residents born in New York City. This step was facilitated by both jurisdictions
implementing EBC systems that year using software developed by the same vendor.
Much like the earlier acquisition of out-of-state data from Pennsylvania, this step also
meant that the addresses for the 2,505 cases could be used directly without re-keying.

Results

This section describes the basic results obtained over the eight years of birth data cov-
ered by this entire project, beginning with simple summaries of the acquisition of the
address information and efforts to standardize it. After highlighting efforts to attach lo-
cational indicators from census data to the standardized address data, the report con-
cludes with comparisons of geocoding accuracy by the two major methods employed.

Acquisition of Address Information
Table 2 shows the results of efforts to acquire (and key) address data from the 971,592
births covered by the eight-year period from 1989 to 1996. Although the project had
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started with no address data whatsoever, Table 2 clearly demonstrates that by its con-
clusion such information had been attached to all except 11,479 (1.18%) of the records.
Even more importantly, there is essentially a complete accounting of address data for
the last four years.

Of the data sources presented in Table 2, BVS clearly accounted for the vast major-
ity (95.29%) of the addresses. Prior to the pilot testing of the EBC (at four hospitals in
1995) and its statewide implementation beginning in 1996, the data entry of addresses
by BVS was done for those infants for whom social security cards had been requested.
Note that the increase in 1995 reflected BVS’s keying of addresses for all births prior to
the full implementation of the EBC, a process completed by April 1997, so that almost
all address information is now provided directly (i.e., without any data entry by BVS)
by the 71 birthing facilities in the state.

The number of addresses acquired from Pennsylvania and New York is shown in
Row 2 of Table 2 and, at first glance, would appear to represent only a small portion
(1.44%) of the total. However, beyond saving the effort involved in re-keying records for
out-of-state events, such interstate exchanges hold great promise for improving the
timeliness with which population-based vital statistics become available in the future,
especially if this data sharing can be expanded to include all states and other data (e.g.,
death certificates).

Joint efforts by CHS and BVS to key some missing records are highlighted in Row
3 of Table 2. This work began with CHS inputting data for 1991 and 1992 certificates
from those municipalities with already identified geocoding problems and was carried
over to all remaining records in 1993 and beyond (by CHS and BVS, respectively).

Row 4 of Table 2 lists the number of records entered by accounting for the 754 in-
fant deaths with previously missing birth certificate address information (i.e., in addi-
tion to those infant deaths with data already summarized in the first three rows).
Because virtually all addresses were keyed after 1992, all except one of these cases
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Table 2 Births by Data Acquisition Source and Year

No. of birth records obtained

Data Source 1989 1990 1991 1992 1993 1994 1995 1996 Total

BVS 115,917 117,228 116,425 115,660 115,146 114,429 117,155 113,866 925,826

PA/NYC 2,377 2,360 2,300 2,214 2,258 0 0 2,505 14,014

CHS/BVS 0 0 971 1,048 2,741 5,482 0 0 10,242

CHS/ID 199 167 202 185 1 0 0 0 754

CHS 2,757 2,733 2,083 1,632 72 0 0 0 9,277

Unavail. 3,401 3,492 2,233 2,321 24 8 0 0 11,479

Total 124,651 125,980 124,214 123,060 120,242 119,919 117,155 116,371 971,592

BVS=Bureau of Vital Statistics (NJ)

PA/NYC=State of Pennsylvania/New York City

CHS=Center for Health Statistics (NJ)

CHS/BVS=Joint effort by CHS and BVS

CHS/ID=CHS-provided statistics on infant deaths; records missing birth certificate address information



occurred between 1989 and 1992. Similarly, CHS’s efforts to account for the 9,277 re-
maining in-state records with previously missing addresses are shown in Row 5 of
Table 2.

Finally, Row 6 of Table 2 displays the number of records that were no longer avail-
able to provide any address information, primarily from those out-of-state events in
1989 to 1993 that did not occur in Pennsylvania (i.e., those records already accounted
for in Row 2). Most of the unavailable addresses were from births that occurred in New
York City and came from densely populated areas of Bergen and Hudson counties,
where geocoding confusion was not as severe as in other areas of the state.

Address Standardization and Matching
Once data entry work was completed for the 960,113 births for which address informa-
tion was available, the records were assembled into smaller files and transmitted to
OTIS for initial processing. The results of the address standardization procedure were
then used to separate records into three major groupings: (1) those that could be
matched automatically to a known address and would require no further work (i.e., so-
called “good” results); (2) those that could be matched automatically, but only after the
Finalist/FinalFocus portion of the procedure changed an address using SOUNDEX
matching or other five-digit codes within a three-digit zip code area; and (3) those that
could not be matched to an address automatically (i.e., so-called “bad” results). CHS in-
spected all records in the second group and compared the address matching results
after the changes were made with the original information. In those cases in which the
changes were not considered acceptable, an attempt was made to edit the address on a
record and mark it for resubmission, especially because rather obvious errors (e.g., the
failure to join together the number and letter of an apartment such as “2C”, leaving it
instead as “2 C”) can lead to some rather surprising matches (e.g., “2 C Street”).
Although the records with bad addresses represented only a small portion of the total,
they were too numerous and complex to allow editing to be completed effectively.
Instead, those bad records for which there was substantial agreement between the
postal city, zip code, and geocode for a given MCD (i.e., when compared with good
records for the same area that could be matched to known addresses and geocoded au-
tomatically with no alterations) were separated from those that needed further inspec-
tion and editing. (Note that some records with out-of-range but consistent street
numbers now had interpolated latitude/longitude values attached to them by the new
procedure, making them equivalent to those with good results.) Any records marked
for editing, whether initially identified by the software as changes or as bad results that
could not be matched to a zip+4 area, were then prepared for resubmission to OTIS and
the process was repeated with much smaller files. Any records that did not produce
acceptable matching after a second attempt were then treated as bad (or problematic)
results.

Overall, good matches to known addresses with no alterations were returned by
the new procedure for 857,261 (88.23%) of the records. For 39,196 (4.03%) records, the
software indicated that some changes were needed to match an address (not all of them
were accepted by CHS), while 63,656 (6.55%) were initially identified as unmatchable.
In large part, the success in achieving good matches was due to the large number of
records (934,746, or 96.21%) viewed as having conventional addresses, including many
of which that had been treated as rural deliveries in the initial processing done in 1996.
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Rural deliveries (10,224, or 1.05%) and post office boxes (14,946, or 1.54%) accounted for
all but 197 of the remaining records with address data.

Attaching Locational Indicators from Census Data
Based on the results of its standardization and matching steps, the new OTIS procedure
also attached census identifiers to the 951,895 records with New Jersey addresses (or
that were originally coded as in-state residents by BVS when addresses were unavail-
able). These records are summarized later in the first four rows of Table 3. The remain-
ing 19,697 (2.03%) records had addresses outside of New Jersey (or were coded as
out-of-state residents by BVS when addresses were unavailable) and are listed later in
Rows 5 and 6 of Table 3. The census locational indicators included tracts, block groups,
and blocks. Latitudes and longitudes associated with an address were also attached to
the records. With the new OTIS procedure, interpolated latitude and longitude values
could be found for many of these records using the census TIGER file limits based on
block-level matching. The attachment of a single pair of values for an entire census
block group (i.e., geocoding based on the earlier Finalist/FinalFocus procedure) now
took place when a census block could not be assigned and an address could be matched
only at the zip+4 level.

After the new procedure matched an address, census locational codes at the tract,
block group, block, and other levels were also linked to the records, including a county
code and one or more MCD codes. The census values for counties and municipalities
have a one-to-one correspondence with the BVS geocodes for the same areas and, there-
fore, the two sets of geocodes can be used interchangeably. In contrast, because they can
cross one or more municipality boundaries (but not county boundaries), census tracts
and block groups (i.e., subsets of tracts) may sometimes be shared among multiple
MCDs. Fortunately, blocks are generally associated with a single municipality.

Given that it had not even been considered possible at the outset of the project, the
geocoding of records to census tracts and block groups has been extraordinarily suc-
cessful. Of the records for New Jersey residents, 848,189 (89.11%) could be coded to the
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Table 3 Births by Level of Accuracy and Year of Birth

Level of 
Accuracy 1989 1990 1991 1992 1993 1994 1995 1996 Total

1 Same 109,902 111,510 110,705 111,489 108,783 108,126 105,799 106,400 872,714
MCD 88.17% 88.51% 89.12% 90.60% 90.47% 90.17% 90.31% 91.43% 89.82%

2 Same 10,169 10,215 9,560 7,835 7,917 8,317 7,749 6,520 68,282
county 8.16% 8.11% 7.70% 6.37% 6.58% 6.94% 6.61% 5.60% 7.03%

3 Diff. 1,569 1,325 1,167 1,173 1,136 1,233 1,366 1,252 10,221
county 1.26% 1.05% 0.94% 0.95% 0.94% 1.03% 1.17% 1.08% 1.05%

4 OOS to NJ 63 68 103 56 75 74 139 100 678

5 NJ to OOS 2 3 2 1 4 8 0 0 20

6 Both 2,946 2,859 2,677 2,506 2,327 2,161 2,102 2,099 19,677
OOS 2.36% 2.27% 2.16% 2.04% 1.94% 1.80% 1.79% 1.80% 2.03%

OOS=Out-of-state



block group level (which includes tracts) and an additional 21,960 (2.31%) to the tract
level only. This result is especially important in that it makes possible the attachment of
income and other sociodemographic indicators from social areas, otherwise missing
from individual-level records such as birth certificates, in “semi-ecologic” studies of ad-
verse reproductive and other health outcomes (2) or other social area analyses (7).

The use of census locational identifiers, done in conjunction with ranges of street
addresses, was also very successful in geocoding records at the municipality level, es-
pecially because all except nine of New Jersey’s 566 MCDs have boundaries in the
TIGER files. With respect to single municipalities, 855,286 (89.85%) of the records for
New Jersey residents came from census designation areas that did not cross into an-
other MCD and were mostly geocoded at the block level, except for 105,083 records at
the block group level only. For those records that could be geocoded by census indica-
tors but fell into block groups spanning two municipalities (10,169) or three (1,334), the
original BVS geocode was relied on as much as possible. Thus, when the BVS geocode
derived from the official birth certificate matched one of the possible MCD codes based
on the census identifiers, regardless of its position as a member of a pair or triplet, that
municipality code was used. This was done for 7,511 of the pairs and 455 of the triplets.
Of the remaining 3,537 records falling into census block groups spanning multiple
MCDs that did not have a matching BVS code, the municipality codes based on the cen-
sus identifiers were randomly assigned (using the codes’ sequential position in pairs or
triplets of possible MCDs for series of similarly sorted records). Again, when contrasted
with the early stages of the project, the ability of the address standardization procedure
to automatically assign a municipality code to 91.06% of the records in a rational fash-
ion is noteworthy. This result also supports the use of GIS software to display maps of
birth figures at the census tract and block group levels, provided that careful attention
is paid to protecting the confidentiality of individuals when the number of events in a
submunicipality area is small.

Partial matches to the BVS municipal code were established for 67,822 (82.97%) of
the 81,746 records for New Jersey residents that could not be automatically matched to
census tracts or block groups. This was done using postal cities and zip codes for the
same municipalities found in the good results coded to single municipalities. (In the fu-
ture, these partial matches will be handled through AUTOMATCH [a procedure de-
scribed in Jaro 1989 (8)], which should improve the geocoding process even more.) As
a consequence, only a small number of records (13,924, including those for which vital
events information was no longer available, as mentioned earlier) lacked similar con-
cordance between the geocodes from traditional methods and those based on matching
address information to huge postal and census databases. For this set of records, only
the original BVS geocodes could be used.

Comparing the Agreement between Geocoding Methods
This section describes the agreement between the traditional coding of MCDs of moth-
ers’ residences with that based on standardization and matching from address infor-
mation. Table 3 shows six levels of accuracy used to assess the agreement across the
eight-year period from 1989 to 1996. Row 1 highlights the high overall accuracy (89.82%
of all records; 91.68% of New Jersey residents) between the two geocoding methods in
assigning records to the same municipality. In general, same-municipality agreement
has improved over time, especially in 1996 as the EBC was being implemented.
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Discrepancies that resulted from the two methods assigning geocodes to different mu-
nicipalities within the same county are listed in Row 2 of Table 3. The percentage of
within-county discrepancies has also diminished over time, perhaps reflecting both the
early introduction of the worksheets as well as special features of the EBC software
(e.g., pull-down lists of municipalities within counties) because the improvements were
most pronounced in 1992 and 1996. An improvement in 1995-1996 data with respect to
matching addresses at the census tract or block group levels (95.97% of New Jersey
residents versus the overall eight-year average of 91.41%) also likely traces its origins to
the better acquisition and keying methods introduced at the birthing facilities as part of
the EBC. Taken together, Rows 1 and 2 of Table 3 indicate a relatively high level of
accuracy of geocodes at the county level (96.85% of all records; 98.86% of New Jersey
residents).

Row 3 of Table 3 shows the number of discrepancies between the two geocoding
methods in assigning records to different municipalities in different counties.
Unfortunately, the overall percentage of discrepancies between counties is substantial
(1.05% of all records; 1.07% of New Jersey residents) and has remained essentially un-
changed over the entire eight-year period. Further work, including continued empha-
sis on increasing the interstate exchange of data, will certainly be needed to understand
how and where such errors occur and how they might be ameliorated in the future.

Row 4 of Table 3 shows the number of discrepancies that were originally given out-
of-state codes by BVS but which were geocoded as in-state residents using the address
data. This relatively minor level of disagreement seems to occur most frequently with
births in military families, where permanent homes may be in another state while the
use of schools and other resources happens in New Jersey. Row 5 shows the extremely
small number of discrepancies that were geocoded as being residents of other states
based on the address data but had originally been treated as New Jersey residents by
BVS. Finally, Row 6 lists the agreement (2.03% of all records) between the two methods
in geocoding records to other states.

Summary

Because it involved nearly one million births over the eight-year period from 1989 to
1996, the entire address standardization/analysis effort was a large and complex un-
dertaking. The ability, however, to successfully resolve what was a great deal of initial
confusion has been very gratifying, especially given that the methods can be used else-
where and that the results have some important applications that were not envisioned
at the outset. In particular, the efforts to improve data quality, link records to other data
sources (e.g., income from the census), and achieve more timely and automatic geocod-
ing hold great promise for the future. 

Nonetheless, despite the clear-cut benefits of automatic geocoding based on the ap-
plication of standardization and matching techniques to address data, the relatively
high disagreements with traditional manual methods at the municipality level are dis-
turbing. The fact that the discrepancies are so large (i.e., regardless of whether they
occur in the same or different counties)—nearly 7% even for the most recent year (1996)
with the EBC undergoing its full implementation—casts a cloud over the exclusive use
of manual methods to geocode residence locations, especially in situations in which ad-
dress data might be available to facilitate comparisons with results from automatic
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geocoding. A frightening possibility is how easily “faulty” numerators or denominators
from manual geocoding could be employed in the calculation of rates for infant mor-
tality (or other “rare” outcomes) in small areas. Thus, while address data can clearly be
helpful in assigning events to small areas, much more work on understanding and
improving geocoding methods remains to be done.
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Abstract

Collaboration with public health researchers and use of geographic infor-
mation system (GIS) analysis can help law enforcement agencies identify the
times and places where most firearm homicides and aggravated assaults
occur. To guide and evaluate the efforts of a local multi-agency task force de-
veloped to reduce firearm crime in the city of Atlanta, Georgia, the authors an-
alyzed key local datasets to identify “hot spots” of firearm-related crime.
While overall homicide rates declined over the past 10 years in Fulton County,
Georgia (which includes most of the city of Atlanta), homicide rates for 15- to
19- and 20- to 24-year-olds increased. All of the increase in these age groups
was due to a sharp increase in firearm homicides. Non-firearm homicides have
remained stable. GIS analysis of county medical examiner firearm homicide
records (1989–1997), City of Atlanta 911 system firearm-related calls (shots
fired, person armed, person shot calls for 1997), and reports of aggravated as-
saults with a firearm (non-fatal shootings) indicated hot spots of firearm-
related morbidity and mortality in specific police zones, beats, and census
tracts within the city. Within beats and neighborhoods, high-frequency streets,
intersections, public housing units, and time periods were identified. Analysis
of data according to census tract indicated a higher frequency of events in
tracts that were above the state, county, and citywide mean for socioeconomic
status indicators such as female-headed household, percent male unemploy-
ment, and percent below poverty level. GIS data and trend analyses are re-
ported regularly to the multi-agency task force, where they are used to assist
in case investigations and target enforcement operations.

Keywords: firearms, homicide, assault, injury, prevention

Literature Review and Statement of Problem

Homicide is the second leading cause of death for Americans between 15 and 24 years
old, and it is the leading cause of death among African-American youth. Among per-
sons 25 to 44 years old, it is the sixth leading cause of death (1). Firearm homicide ac-
counts for an increasing percentage of overall homicide in national figures. In recent
years, national statistics have shown a decline in overall homicide. Among juveniles
and young adults, however, we have seen a dramatic upsurge since 1985. When bro-
ken out by age group, firearm homicide accounts for nearly all homicides among 15- to
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19-year-olds. Recent research indicates that although national rates of firearm homicide
among juveniles and young adults have declined slightly since a peak in 1993, they still
remain high. Non-firearm homicide has remained stable over time.

Public health and law enforcement agencies have an interest in reducing the inci-
dence of firearm homicide and assault, mortality, and morbidity. Two strategies in crim-
inology and law enforcement—problem-solving policing and community-oriented
policing—follow tactics similar to public health research and practice. Geographic in-
formation systems (GIS) analysis can help target the problem, identify intervention
points likely to have the greatest effect, guide implementation of a strategy, and evalu-
ate its impact.

In a publication for the National Institute of Justice, Rich (2) outlines two goals for
the use of GIS in the analysis of crime and victimization. The first is to further an un-
derstanding of the nature and extent of criminal and social problems in a community.
The second goal is to improve the allocation of resources to combat these problems.
Once “hot spots” of crime events have been identified, GIS can be used to determine if
an intervention or prevention strategy suppressed new events or displaced criminal ac-
tivity to other locations.

The utility of GIS to identify high-frequency areas of crime events and target law
enforcement efforts has been established. Taylor and Gottfredson (3) concluded in 1986
that neighborhoods show different levels of crime across geographic boundaries, and
“that there is evidence linking spatial variation in crime to the physical and social en-
vironment at the sub-neighborhood level of street blocks and multiple dwellings.”
Starting with the premise that crime is concentrated in specific areas that are not evenly
distributed and that it is more efficient for police to concentrate their efforts on high
crime areas, Sherman and Weisburd (4) conducted a one-year randomized trial in
Minneapolis of an increased police presence in identified hot spots of crime. They re-
ported that “observed disorder was only half as prevalent in experimental as in control
hot spots. We conclude that a substantial increase in police patrol presence indeed
causes reductions in crime and more impressive reductions in disorder within high
crime locations” (4).

Weisburd and Green (5) analyzed narcotics sales arrests, drug-related emergency
calls for service, and narcotics tip line information over a six-month period in Jersey
City, New Jersey, to determine hot spot areas of drug activity. Using GIS, they deter-
mined that 14% of the city’s intersections were the sites of most, if not all, of the drug
activity in Jersey City (5). Working with the Jersey City Police Department, which had
previously relied on “a series of loosely connected and unsystematic drug enforcement
tactics,” they designed an experimental strategy to reduce drug and drug-related activ-
ity. These investigators reported “consistent and strong effects of the experimental strat-
egy on disorder-related emergency calls for service.” They found little evidence of
displacement to other areas, and in fact, reported a “diffusion of benefits” to surround-
ing areas (5).

History of the Project

In 1994, five counties in metropolitan Atlanta joined Project PACT (Pulling America’s
Communities Together), an ongoing federal violence prevention initiative intended to
encourage local governments and federal agencies to work together to identify local
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problems and create local solutions. Through Metro Atlanta Project PACT, area leader-
ship and community stakeholders were asked to identify the most pressing violence
problems in the project area. The participants identified youth firearm violence as a sig-
nificant local problem and a top priority for the city. Although the original scope of the
project covered five counties (Fulton, DeKalb, Cobb, Clayton, and Gwinnett), efforts
were subsequently focused on Fulton County and the city of Atlanta.

Project Objectives

Shortly after Metro Atlanta Project PACT was initiated, a consortium of federal agen-
cies announced their intention to fund evaluations of community-based approaches to
reduce firearm violence among juveniles. The Emory Center for Injury Control (ECIC)
received funding to provide a baseline assessment of the problem in the project area,
provide ongoing process evaluation to help guide and refine the effort, and provide a
summary evaluation to determine the effectiveness of Metro Atlanta Project PACT’s ef-
forts to reduce juvenile firearm violence in metropolitan Atlanta. The project was
funded by the National Institute of Justice, the Office of Juvenile Justice and
Delinquency Prevention, and the Centers for Disease Control and Prevention.

The project has three key objectives:

1. With partners, apply a problem-solving approach to developing, implementing,
evaluating, and refining a comprehensive youth firearm violence prevention
strategy.

2. Determine whether broad-based community action can reduce juvenile firearm
violence.

3. Evaluate the utility of retrospective and prospectively collected local data to
guide the development and refinement of violence prevention countermeasures.

The firearm mortality, morbidity and emergency call data presented here were collected
and analyzed in support of this project.

Methods

The project area, Fulton County, lies in the northwest quadrant of the state of Georgia,
claiming 338,364 acres of land. Population density has increased steadily in the past
decade; in 1990 there were 1.98 persons per acre, and in 1997, there were 2.25 persons
per acre. One of 159 counties in Georgia, Fulton is the most populous, with 760,100 res-
idents in 1997. The county is roughly 50% white and 50% African-American. The pop-
ulation of the county more than doubled between the 1980 and 1990 censuses (6). In
1995, Fulton County was ranked first in the state for per capita personal income, well
above the state and national average. Much of the wealth, however, is concentrated in
the northern third of the county and the northern half of the city of Atlanta. The south-
ern half of the city and the central and southern thirds of the county have large con-
centrations of working poor and unemployed citizens.

Atlanta, contained primarily in Fulton County, is home to 426,300 residents—56%
of the county population in just under 25% of the total land area. Atlanta’s resident pop-
ulation is approximately 67% African-American, which is 77% of the county’s total
African-American population. The downtown area is home to major business, industry,
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and finance concerns, as well as host to a large convention and tourism industry. There
is significant commuter traffic into the city during business hours. In the city of Atlanta,
the Atlanta Police Department’s (APD’s) jurisdiction is divided into six zones and
56 beats.

Indicators, Datasets/Data Sources, Collection Strategy
To characterize the nature of firearm mortality and morbidity in the project area, and to
determine whether or not firearm-related events cluster in identifiable high-frequency,
or hot spot, places and times, the authors analyzed four key datasets.

Overall homicide and firearm homicide rates for Fulton County were obtained
from the National Center for Health Statistics for 1968 to 1995. Yearly rates were broken
down by gender and race.

Death records for all firearm-related deaths 1989 to 1997 were obtained from the
Fulton County Medical Examiner (FCME). The FCME investigates and records all
deaths occurring within the boundaries of the county. The inclusion criterion for this
dataset was all individuals who died in an incident involving a firearm in Fulton
County, either on the scene or from injuries resulting from a shooting. Dates of inclu-
sion are 1/1/89 through 12/31/97. All data on race, age, sex, and resident/non-resident
status were included. Each case record includes medical examiner case number, name,
age, race, sex, date of birth, home address, report date and time, incident date and time,
and location of incident. The data were obtained as a dBase IV file download from
the FCME.

Emergency 911 computer-aided dispatch data (CAD) for a subset of firearm-related
call types were obtained from Atlanta’s E-911 system. This system covers only the city
of Atlanta; it does not cover the remainder of Fulton County. The Atlanta 911 dataset in-
cluded all calls for call types 25 (shots fired); 50, 504, 5025 (person shot); and 69 (person
armed) for the time period 1/1/97 through 12/31/97. Each record includes a unique
identifier number, call type, incident location, the time and date of the call, priority,
zone, beat, dispatch time, arrival time, call completion time, a brief description of the
event, and related police numbers. The file was received as an ASCII download from
the 911 Center and translated to a dBase IV file for analysis.

Finally, data on non-fatal firearm injuries were exported from a firearm injury sur-
veillance system developed and maintained by the authors. The surveillance system
tracks shooting incidents in the five-county area of metropolitan Atlanta (Fulton,
DeKalb, Cobb, Clayton, and Gwinnett counties) and links police reports of shooting in-
cidents, emergency department records, and medical examiner records to produce a
complete picture of each firearm-related injury and death in the project area.

Data Analysis
The data were imported into Paradox 7.0 for Windows for table restructuring; the des-
ignation of variables as a character or numeric was necessary for ArcView 3.0a (ESRI,
Redlands, CA) analysis. The data were also imported into Microsoft Excel 97 for sepa-
ration of the incident location field and cleaning to assure a high rate of successful
geocoding.

Descriptive Epidemiology
The data were imported into SPSS 8.0 (SPSS, Inc., Chicago, IL) for descriptive
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epidemiological analysis. Frequencies were calculated for age, race, sex of victim, and
the type of incident (homicide, suicide, accident, other). Cross tabs were calculated for
race and sex of victim, and histograms of the time of incident were calculated. Results
were displayed graphically using Microsoft Excel 97.

Geographic and Temporal Analysis
The data were imported into ArcView 3.0a and ArcView Spatial Analyst Extension for
geographic analysis. Data were geocoded based on the street address or intersection of
the incident location. Geocoding match rates varied by dataset, due to the quality of the
address information. City of Atlanta 911 CAD data had a geocoding match rate of 89%.
The FCME data had a match rate of 92%, and the firearm injury surveillance dataset
had a match rate of 64%. The geocoding match rate for this dataset is much lower due
to poor address data on the police reports.

Three types of maps were produced: point maps of incident location, broken down
by age, sex, crash type, and time of day; areal maps, in which data were aggregated to
police zone, beat, and census tracts using a spatial join; and isoarithmic maps, obtained
using the calculated density function in ArcView Spatial Analyst Extension. Density
calculations were created to determine the historical center of mass of firearm homicide
and assault.

These data were collected and analyzed for immediate police utility and applica-
tion by a multi-agency task force that was interested in the number of incidents in par-
ticular areas. Therefore, this paper discusses frequencies only. Rate calculations will be
completed in future work.

Results

Firearm Mortality
Fulton County Twenty-Five-Year Homicide Perspective Analysis of National Center for
Health Statistics homicide statistics for Fulton County showed a decline in overall
homicide and firearm homicide over the past 10 years. Overall homicide rates averaged
31 per year per 100,000, ranging from a low in 1983 of 22 per 100,000 to a high in 1973
of 45 per 100,000. The firearm homicide rate mirrored the overall homicide rate, while
the non-firearm-related homicide remained stable, averaging 10 per year.

For ages 25 and over, overall homicide declined moderately from a peak in 1973.
This age group averaged 38 homicides per year per 100,000, ranging from a low of 25
in 1984 to a high of 61 per year per 100,000 population in 1973. The firearm homicide
rate mirrored the overall rate. Non-firearm homicide remained stable, averaging 13
per year.

The rates for age groups 15–19 and 20–24 were strikingly different from the older
age groups. Among 20- to 24-year-olds, non-firearm homicide showed minor fluctua-
tion but remained stable. Firearm homicide accounted for nearly all of the variation in
overall rates. This age group averaged 51 per year per 100,000, ranging from a low of
26 in 1983 to a high of 71 in 1972; the rate for this group has increased since 1983.

Among 15- to 19-year-olds, the average was lower—33 per year per 100,000, rang-
ing from a low of 16 in 1983 to a high of 70 in 1994. The pattern was similar to that of
the 20- to 24-year-olds, but even more pronounced. The non-firearm homicide rates
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remained stable, while firearm homicide accounted entirely for the overall increase in
homicide. The rate increased dramatically beginning in 1986. The highest years, 1991
and 1994, were each followed by a precipitous drop.

For ages 0–14, the rates were comparatively low, less than 10 per year per 100,000
with wide fluctuation.

Firearm-Related Deaths, Fulton County, 1989–1997
Analysis of FCME records for 1989–1997 revealed 1,994 deaths involving a firearm. Of
these, 74% (1,480) were homicides, 24% (482) were suicides, 1% (19) were ruled “acci-
dental,” and 0.6% (12) involved undetermined circumstances. (The one remaining
record lacked data for this variable.) The number of firearm homicides per year has re-
mained steady, averaging 164 per year, ranging from a low of 132 in 1997 to a high of
182 in 1989 and again in 1993. Of the 1,480 victims of firearm homicides, 88% (1,298)
were male and 12% (180) were female (2 additional records lacked data on the victim’s
gender); 85% of the victims were African-American, 12% were white. Asians and
Hispanics combined accounted for 3% of the victims. Persons aged 15–24 accounted for
36% of the victims. Center of mass calculations (calculated density) place the locus of
firearm homicide (all ages) in a concentrated low-income residential neighborhood
(mixed residential, abandoned business use) immediately southwest of the downtown
area.

Point maps of incidence by age group were created to analyze patterns of youth
and young adult (0–24 years) versus adult (24+ years) homicide. The incidents show ev-
idence of clustering in a small number of police beats, around particular public hous-
ing complexes, and along major commercial roadways.

The data were aggregated to police zone and beat; 77% of incidents matched to a
zone after spatial join. Of these, 25% of firearm homicides occurred in zone 3, and 24%
in zone 1. By beat, 8 beats had over 40 firearm homicides in the nine-year study period.
The high-frequency beats range in size from one of the smallest (APD beat 112) to one
of the largest (APD beat 405) in area.

Finally, the data were aggregated to census tracts for Fulton County. High-
frequency tracts were clustered in the city proper, with the exception of the two census
tracts in the southern end of the county. Nine census tracts had over 26 homicides dur-
ing the nine-year study period. These high-frequency tracts were compared with the
state, county, and city average on the following indicators: percent under 18 years, per-
cent female-headed household, percent non-family household, percent high school
graduate or higher (aged 25+), percent unemployed, percent male unemployed, percent
below poverty level. The highest-frequency census tracts averaged 24%, 20%, and 15%
higher than the state, county, and city percentage, respectively, of female-headed house-
holds. The identified tracts averaged 25%, 22%, and 13% higher than the state, county,
and city percentage, respectively, for percentage of persons living below poverty level.
Certain hot spot census tracts were strikingly higher on these indicators.

Firearm Morbidity
In 1997, population-based analysis of gunshot reports from area emergency depart-
ments and local law enforcement agencies identified 226 firearm homicides and 774
non-fatal firearm assaults in the five-county metro area. Sixty-five percent (65%) of the
homicide victims were 34 years old or younger; 35% were between 15 and 24 years old.
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Seventy-two percent (72%) of the 774 victims of firearm assault were 34 years old or
younger. Forty-four percent (44%) were 24 years old or younger. In 44% of homicide
and assault cases, the age, race, and sex of the suspect was recorded. In 58% of these
shootings the suspect was noted to be 24 years of age or younger; 95% of the suspects
were male, and 95% were African-American. There were 3.42 cases of non-fatal firearm
assault for every case of firearm homicide.

Visual inspection of the point maps of the firearm assault data indicate that the
events are more diffusely spread over the city and county, although this may reflect the
fact that this is only one year of data; a tighter picture emerged from the nine-year
homicide dataset. Clustering was identified, perhaps not surprisingly, in the hot spot
areas of firearm homicide. Calculated density maps were created to determine the locus
of firearm assault in the county and city. The areas of highest frequency are clustered
within the city boundaries, with minimal activity in the surrounding suburban areas to
the north and south. Within the city of Atlanta, the locus of firearm assault is immedi-
ately southwest of downtown, with other high-frequency areas identified surrounding
several public housing units.

Firearm-Related Emergency Calls to 911
City of Atlanta 911 computer-aided dispatch data for 1997 for firearm-related call types
were obtained. Call types included were 25 (shots fired); 50, 504, 5025 (person shot, per-
son shot/ambulance sent); and 69 (person armed). In 1997 there were 10,725 firearm-
related calls, an average of 894 firearm-related calls per month. Of these, 79% were
“shots fired,” 17% were “person shot,” and 4% were “person armed.” Calls from APD
zones 1 and 3 together accounted for 53% of the analyzed calls.

Data were aggregated to police beat to create areal maps, which highlighted geo-
graphic concentration within zones 1 and 3. Although the beats varied considerably in
size and some variation was expected, the areal maps indicated that particular beats
have a much higher frequency of firearm activity than do others of similar size. There
were 15 beats with under 100 calls, 20 beats with 100–200 calls, 10 beats with 200–300
calls, 6 beats with 300–400 calls, 4 beats with 400–500 calls, and one beat with over 600
firearm-related calls in 1997. This beat was also one of the highest-frequency beats for
firearm assault and homicide.

A histogram of the time the calls were received in the 911 Center indicates that 32%
of the calls were received between 8:00 PM and 12:00 midnight. The high-frequency
time period varies between police beats and between clusters of activity. Point maps of
incidence by police shift make this clear; in certain identifiable areas, the incidents occur
primarily between 11:00 PM and 7:00 AM. In other identifiable areas, incidents occur
primarily between 3:00 PM and 11:00 PM.

By overlaying point maps from the three datasets—firearm homicide, assault, and
911 calls—clusters of activity were easily identifiable in specific neighborhoods and
streets. Using as an example APD zone 3, a cluster was identified at a public housing
unit and its surrounding neighborhood in Beat 309. This beat is consistently the highest-
frequency beat for firearm crime and victimization.

Discussion

GIS analysis can help public health and law enforcement agencies identify the best time
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and place to concentrate their resources, as well as measure the effectiveness of inter-
ventions to reduce crime and victimization, death, and injury in our communities. In
the project area, the crime and public health problem of firearm morbidity and mortal-
ity was not evenly distributed, and GIS analysis of firearm homicide, assault, and emer-
gency calls to 911 demonstrated this clearly. The identified high-frequency areas for the
events were concentrated within two police zones and eight beats within the city.
Within the beats, there was further concentration on specific streets and surrounding
certain public housing units. These areas scored high on poverty indices, including per-
cent female-headed household, unemployment, and persons living below the poverty
level. Further, these areas are identified high-frequency areas for drug abuse and drug
market activities.

In 1997, several local agencies joined forces in a collaborative effort to reduce over-
all gun violence in the city, with a special focus on juvenile gun violence. The Atlanta
Police Department, the Atlanta Office of the Bureau of Alcohol, Tobacco and Firearms
(ATF), the Georgia State Board of Pardons and Paroles, the Fulton County Juvenile
Court, the Fulton County District Attorney, Fulton County Probation, and the Emory
Center for Injury Control, as well as others, participate in this effort.

The APD Guns and Violent Crime Suppression Unit and partners are carrying out
targeted law enforcement activities designed to reduce the flow of illegal weapons in
the city of Atlanta (particularly those to juveniles and young adults) and reduce over-
all criminal firearm activity and victimization. The unit has targeted enforcement ini-
tiatives in identified hot spot areas and high-incidence time periods using the GIS data
analysis provided by the authors. The unit also participates in the ATF Youth Crime
Gun Interdiction Initiative, cooperative investigations with the APD Gang Task Force,
pawn shop investigations, and probation enforcement. The unit works cooperatively
with the ATF, the Fulton County District Attorney, and the United States Attorney’s
Office to develop cases appropriate for state or federal prosecution.

Future Plans 

These data will be used to evaluate the impact of the multi-agency intervention to re-
duce firearm violence described above. In future work, the authors plan to complete
analyses to determine if the geographic distribution of events is regular, random, or
clustered. Visual inspection indicated clustering, but further analyses are needed to
confirm or refute this finding. Finally, the authors will separate the data by year for time
series analysis and views, to determine if the areas of high frequency have remained
stable or shifted over time.
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Environmental Equity and Death Rates Near Superfund
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Abstract

All the geocoded Superfund (SF) and Toxics Release Inventory (TRI) sites
from the Environmental Protection Agency’s Landview III database in three
urban counties in Washington State were developed into a geographic infor-
mation system (GIS) coverage with circular buffers. Using a census block
group base coverage, a spatial overlay was used to estimate population, vari-
ous socioeconomic (SES) variables, and death rates from several causes. Age-
stratified, age-adjusted death rates and standard mortality ratios were
calculated and adjusted using empirical Bayesian smoothing with a prior dis-
tribution developed from the whole state and one from each block group’s
nearest neighbors. This was done to stabilize rates where the rate sample vari-
ance was high. Using the results of the buffer overlay, a profile was developed
for all sites together. To facilitate comparison with other areas, a control group
coverage was developed by building similar buffers around 25,000 random
points inside the study counties. Points under water and in other areas not
likely to have SF/TRI sites were excluded. Similar to a Monte Carlo simula-
tion, control points were sampled and an empirical distribution developed for
each variable for statistical testing. In the buffered regions, low income, status
as a minority, limited education, high population density, and a high propor-
tion of  people over 65 were associated with SF/TRI sites. For causes of death,
the death rate from cancer around SF/TRI sites was marginally statistically
significant. After applying Bayesian smoothing to stabilize the rates, the dif-
ferences became even less.

Keywords: Bayesian smoothing, Monte Carlo, environmental equity,
Superfund, disease rates

Introduction

This paper describes a methodology for assessing the characteristics of neighborhoods
located around areas that contain toxic waste or facilities that emit toxic waste. We are
interested in determining if the socioeconomic characteristics of people living near
these sites are different from in other neighborhoods, and whether they experience dif-
ferent rates of disease or death. Whether rates of disease have any causal relationship
to these sites, as always, remains elusive.

In Washington State, public health practitioners need ways to determine the char-
acteristics of populations around these sites that take geography into account. It is
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important to consider the spatial context of neighborhoods with respect to characteris-
tics such as low income or other indicators of low socioeconomic status that may pre-
dispose them to living close to toxic sites. In addition, it is important in the assessment
of outcome measures such as disease or death rates to be able to deal with small area
problems that plague disease rate calculations, such as an apparently high number of
cases for a low population.

Our methods could be viewed as leaning toward violating the principle in epi-
demiology that cautions against using the “ecologic fallacy,” whereby we assign char-
acteristics to an individual based on the group to which they belong. We believe,
however, that useful assessment methods must also avoid the “atomistic fallacy,” which
fails to consider the social, economic, and geographic context of individuals in a public
health assessment.

This paper presents a means of assessment based on a Monte Carlo method of de-
veloping a statistical distribution that can be used for statistical testing. To determine
disease rates, we adjusted rates in a neighborhood using an empirical Bayesian method
to help account for small area problems. This work is in its initial stages and, therefore,
is not presented as a completed effort.

Methods

Monte Carlo Method

For Snohomish, King, and Pierce counties in western Washington State, we developed
a geographic information system (GIS) coverage of the 257 Superfund (SF) and Toxics
Release Inventory (TRI) sites from the US Environmental Protection Agency (EPA)
Landview III database (1). Information in this database allows for placing the sites at
street-level accuracy. For this pilot study, we did not distinguish between the type of
toxic contained or being emitted at a site, or a site’s status as a SF or TRI site. Around
each area, we constructed concentric rings of circular buffers of 0.25-, 0.5-, 1-, and 2-kilo-
meter radii. We then developed a GIS coverage of US Census block groups with popu-
lation attribute data for age, sex, and race, and with economic data from the 1990 census
and projections for intercensus years from data provided by GeoLytics (2) and the
Claritas Corporation (3). Using the spatial overlay operation in the GIS software,
Maptitude (Calipter Corporation, Newton, MA), we were able to estimate the popula-
tion and other characteristics from the block groups (or partial block groups) in each
concentric buffer (4). Taking all the sites in one area, we were able to determine a pro-
file of the residents within each of the buffer radii for population, income, education,
and other census variables for the SF/TRI sites.

A control set was developed against which to compare this profile. In the three
counties, we randomly assigned 25,000 points in the study area. The same size buffers
were used and the same spatial overlays performed for each point as was done for the
toxic sites. Excluded were points that fell in water areas (e.g., Puget Sound, Lake
Washington) or in other locations where SF/TRI sites were not likely to be found. The
distributions of these variables were developed by a Monte Carlo simulation. Using a
uniform random number generator, repeated sets of control sites of 257 points each
were drawn from the control group and a determination made of the value of the vari-
able, such as population or income, using the results from the spatial overlays around
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each site. The result was a count histogram over the variable’s range that indicated the
likelihood that any particular value of a variable was found in the control set. A com-
parison of the toxic site profile with the control set was done by finding the value of the
variable on the x-axis and computing the area from that point to the end of the curve.
This results in a p-value for statistical comparison. An example showing the percentage
of the population that is minority is presented in Figure 1, over which a Gaussian curve
has been fit.

Empirical Bayesian Estimation of Death Rates
To determine the death rates from a variety of causes near the SF/TRI sites, and to com-
pare them with the rates in the control areas, a spatial overlay procedure similar to the
one described above was used. Death certificate data were geocoded to the street level
and a point-in-polygon procedure was used to determine the number of deaths in each
buffer area for a specific cause of death, age, race, and sex. This was done around each
toxic area and control site. Using the buffer populations estimated by spatial overlay for
the denominator, and point-in-polygon determinations for the numerator, the age-
specific and age-adjusted rates were calculated for the various buffer sizes. These rates
are likely to be unstable in areas where death counts are high in comparison with the
underlying population. An adjustment can be made using an empirical Bayesian pro-
cedure; see Bailey and Gatrell (5) and Devine (6,7) for a good description of this method.

The adjustment of the age-specific and age-adjusted death rates is carried out ac-
cording to the weighting scheme

where
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Figure 1 Percent minority race in a 1-kilometer buffer.
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We adjusted the death rates in the various buffers according to this scheme, using
the mean of the prior distribution for the whole state. In addition, we calculated the
weighted sample variance using only the nearest neighbor block groups. Their contri-
bution to the variance was further weighted depending on the intercentroid distance
between the nearest neighbors. This yields a spatial or local Bayesian rate estimate,
which was used to calculate the standard mortality ratio (SMR). Using this Bayesian
rate or SMR rather than the observed rates around the toxic waste sites and control
points addresses the high variability of the rate estimates and accounts for at least some
of the spatial correlation.

Results

A comparison of several census variables for the toxic sites and several for the control
group is shown in Table 1.

The differences between the values for all of the toxic sites compared with the con-
trols (Table 1) were statistically significant at the 5% level or below, except for the vari-
able percent college graduates living in the buffered areas around the toxic sites. Buffers
at the other radii had similar results. Toxic sites were more like to have minority popu-
lations living in higher population densities. The sites are also more likely to have pop-
ulations with less education, lower incomes, a lower percentage of children under 5
years of age, and a higher percentage of adults over 65 years of age.

The spatial or local Bayesian smoothing of rates for a variety of diseases was deter-
mined at the block group level throughout the three county area. Figure 2 shows the
empirical distribution for SMRs for all cancer deaths between 1990 and 1996.

The SMR for all the control points was 112, which indicates a slightly higher cancer
rate compared with the rest of the state. The SMR with no smoothing (i.e., the observed
rate) for the toxic sites was 140, corresponding to a p-value of .12. The Bayesian and spa-
tial Bayesian rates were 118 and 127, respectively, with p-values of .41 and .22. In this
case, the Bayesian adjustments that took into account the rates of the entire state or
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nearest neighbors, as well as the estimated sample variance of the state or nearest
neighbor weights, shrunk the observed value toward the center of the distribution.

A comparison of observed versus spatial Bayesian SMR is illustrated in Figure 3.
Comparing the two maps, the map of observed SMRs shows how the SMR is lowered;
darker blue shades in the thematic map indicate an SMR below 100, while those above
100 tend toward darker shades of red.
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Table 1 Selected Census Variables for a One-Kilometer Buffer Comparing SF/TRI Sites with a
Three-County Empirical Distribution for Each Variable

Indicator Toxic Site Mean Control Site Mean

Population 8,028.5 4,617.5

Population density 2,573.2 1,480.0

Families 1,765.3 1,172.9

Households 3,583.2 1,847.4

White 6,180.5 3,896.4

Black 714.4 263.3

Asian 872.5 347.3

Indian 131.2 55.8

Hispanic 295.2 138.8

% white 78.2 85.4

% Asian 11.0 7.6

% black 9.0 5.8

% Indian 1.7 1.2

% minority 20.0 8.5

Households median income $29,155 $40,429

Average per capita income $16,198 $17,160

Households with earnings 2,876.4 1,550.7

Households without earnings 706.7 296.8

% households without earnings 19.7 16.1

% households with income <$15K 31.2 22.5

% households with income >$100K 3.4 4.5

Housing units 3,829.4 1,941.3

% housing units owner occupied 42.8 57.6

% without high school diploma 16.2 13.6

% college grada 29.6 27.9

% children in poverty 17.8 10.3

% children age 5 or under 7.7 8.8

% age 65 or older 12.7 10.7

% households w/o earnings 19.7 16.0

% persons in poverty 13.9 9.0

% age 5 or younger in poverty 20.8 13.5

% age 65 older in poverty 10.5 7.8

a Difference between values for this variable not statistically significant.
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Figure 2 Standard mortality ratio (SMR) for observed, Bayesian and spatial Bayesian smoothing.
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Figure 3 Thematic maps of cancer SMR before and after Bayesian smoothing.



Discussion

We have presented some initial results about a methodology for determining the char-
acteristics of populations around SF/TRI sites. The Monte Carlo simulation builds an
empirical distribution that one can use to compare a profile of one or more toxic sites
with the rest of the county or region. One advantage of this method is that it requires
no assumption about the shape of the distribution. It may also account for some spatial
autocorrelation because the random selection of the control points is not dependent on
the location of other points selected in the set. The method is simple to use and may
give better results than ordinary parametric methods.

In the results presented here, it is clear that populations around the toxic sites iden-
tified from the Landview III database were more likely to be minority and lower in-
come. In this preliminary work, however, no distinction was made between sites with
respect to harmfulness or to content of known carcinogenic compounds or other puta-
tive substances known to affect health.  Subsequent studies will look at neighborhoods
around sites to consider what the site contains and, perhaps most importantly, its re-
mediation status.

A similar scheme was used to assess disease rates (via death rates) around the toxic
sites. There appeared to be some elevation of the death rate for all cancer deaths, but
after Bayesian smoothing the differences were not important. No adjustment was made
to account for the increase in death rates that is often associated with minority or lower-
income populations. This might be done by calculating the SMR with race and sex strat-
ification, as well as with the usual 5- or 10-year age groups.

As with all Monte Carlo based schemes, the quality of the results depends on the
sampling protocol for the control points. Future studies need to consider adjusting the
probability of selecting a particular control point based on the historical land use des-
ignation. Zoning laws that were in effect many years ago certainly influenced whether
or not a potential SF/TRI site could ever be built at a particular location. In the current
model, all points are equally likely to be sampled, presuming they are not under water
or located in places such as cemeteries and older parks.
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Abstract

This paper explores applications of geographic information systems (GIS)
in population health and the preconditions for its optimal use. Population
health involves the assessment, evaluation, and optimization/improvement of
health status and outcomes on a population basis. It is the ultimate pursuit of
public health programs, which are more often focused reactively than actively
on underserved groups or those with diseases or health needs not adequately
treated by the health care delivery system. As public health broadens its focus
toward the determinants of population health, GIS can perform several func-
tions in population health informatics. GIS has hardware, software, and
staffing requirements; in population health, a more important precondition for
their use is a systematic, integrated approach to geocoding all population-
based health data systems. With routinely geocoded databases, GIS can fulfill
many roles in population health informatics. Functions include an interactive
environment for the spatial display of health data; a laboratory for the devel-
opment and dissemination of neighborhood/community health indicators; a
tool for integrating disparate data records by location; a vehicle for displaying
results of analyses from databases merged by automated record linkage; a
platform for testing hypotheses concerning the epidemiologic determinants of
health status, diseases/outcomes, or associations between determinants of
population health and utilization of health services; and a vehicle for facilita-
tion of public health program planning, evaluation, and community-based
decision-making. As the implementation of health-oriented applications of
GIS evolves, with appropriate attention to geographic, epidemiologic, and
biostatistical methodological concerns and methods of map presentation, op-
portunities for extending GIS into population health informatics are almost
limitless. 

Keywords: population health, informatics, geocoding, record linkage

Introduction

While GIS has a significant role in traditional public health activities, their ability to col-
late, integrate, and display population-based data concerning health events, exposures,
risk factors, and socio-environmental data warrants a broader, more holistic perspec-
tive on the health of populations. This brief essay explores the opportunities for popu-
lation health research and practice and the central role for GIS within the emerging
paradigm of population health. We have four objectives in this presentation. First, we
will define population health as a distinct field of intellectual inquiry, and compare and
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contrast population health with the current practice of public health in most states,
cities, and communities in the United States. Second, we will provide a framework for
population health informatics as an operational environment for the practice of popu-
lation health. Third, we will explore the potential roles and opportunities for GIS in
population health. Finally, we will identify methodological issues, opportunities for
multidisciplinary interaction and collaboration, and applied research in GIS-based pop-
ulation health.

Population Health

“Population health” refers to the health, well-being, and functioning of entire popula-
tions. It shares with public health an explicit focus on whole populations. However, the
scope of population in population health may be defined flexibly—to include, for ex-
ample, covered lives in a managed-care plan or a corporate workforce, rather than peo-
ple within a geographic government jurisdiction. In addition, population health
examines a broader set of inputs and health outcomes than are traditionally studied in
public health. 

What are the determinants of population health? Evans and Stoddart provide a
conceptual framework for population health (1), reproduced with modifications in
Figure 1. Factors like social environment and prosperity appear both as inputs and out-
puts, affecting each other in a reciprocal series of relationships. These extend beyond
traditional host-agent-environment concerns of public health (while still incorporating
genetics, behavior, and the physical environment). The model for population health
also includes, but radically extends, the medical preoccupation with the relationship be-
tween disease and health care. While the traditional medical model focuses on the de-
terminants and treatment of diseases through the provision of health care services,
population health focuses on goals including general well-being and functioning, not
just disease. Most importantly, outcomes of interest from the perspective of population
health form a superset of the traditional public health outcomes. Societal levels of
health and functioning, or general well-being, are the outcomes of greatest interest.
Population health thus calls attention to the relationships between culture, polity, econ-
omy, environment, and health care utilization and quality. The model of the determi-
nants of population health places the medical model of health care in broad societal
perspective, and provides a general prevention focus for practitioners of population
health.

For example, outcomes typically measured in health care delivery include appoint-
ment wait times, rehospitalization after emergency room visits, or five-year survival
after cancer treatment. Typical public health outcomes include infant mortality, immu-
nization rates, or the incidence of lead poisoning, selected from literally hundreds of
measures listed in Healthy People 2000: National Health Promotion and Disease Prevention
Objectives (2). Population health extends this view to broader health status measures
like premature mortality rates (3), change in quality-of-life years (4), and the rate of lim-
itation in activities of daily living. These are clearly influenced by, but not entirely de-
fined by, traditional medical and public health measures.

Population health derives from a variety of intellectual traditions. These include
public health (especially population-based data systems), demography, social and be-
havioral sciences (especially representative sample surveys of health, health status, and

580 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE



well-being), environmental health, epidemiology, and health services research. This
emerging discipline gains strength from the diversity of perspectives brought to bear on
the issues at hand, and from the necessity for integration of staff and resources from the
public, private, and academic sectors. (See Young’s Population Health: Concepts and
Methods [5] for a more thorough introduction to this field and its practice.)

Population Health Informatics

“Informatics” is defined in the American Heritage Dictionary as “information science.”
Recently, Friede et al. (6) described public health informatics as an emerging field that
encompasses public health surveillance methodologies, data and databases, and infor-
mation systems, used collectively to merge, manage, analyze, and interpret public
health data. The practice of public health informatics implies a paradigm shift in the in-
stitutional arrangement, management, operationalization, and utilization of databases
and information services within the public health sector. In most states and municipal-
ities, integration of public health information services across the spectrum of program-
matic activities has yet to be realized (7). The core public health functions of assessment,
policy development, and assurance (8) would all be enhanced through the expansion
and integration of the current health statistics/epidemiology units at the state, munici-
pal, and local levels into seamless public health system-wide informatics environments.

Were we to accomplish this task, however, we would still fall short of the optimal
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permission from the authors, in Evans RG, Barer ML, Marmor TR, Why Are Some People
Healthy and Others Not? The Determinants of Health of Populations. New York: Aldine de
Gruyter, 1994. Copyright ©1994 Walter de Gruyter, Inc., New York.



information basis for population health. We propose a new field of intellectual
endeavor, population health informatics, that builds upon public health informatics but
includes the following additional features:

1. Information on entire populations (not just service users). Information on entire pop-
ulations includes public health surveillance data (vital records, reportable dis-
eases) and other government data. It can also be gathered by assembling data
from the universe of overlapping organizations that serve an entire population
(for example, immunization registries or cancer registries using data assembled
from multiple health care providers).

2. Integration of databases linking public health information, environmental information,
health services information, and socioeconomic information to health outcomes. Because
both the social and physical environment (factors like income, education, hous-
ing quality, and air quality) and health services (accessibility, utilization, effec-
tiveness, efficacy) have considerable impact on health, data reflecting these
conditions should be linked to health outcome data at a reasonably discrete
level.

3. Focus on broader health outcome measures including functional status, disability, and
quality of life, assessed across populations. An added goal is to associate the above
information with population-level indicators of health that go beyond the tradi-
tional (mortality, prevalence) to include meaningful indicators of quality out-
comes for large portions of the population (well-being, function, quality of life).

4. The ability to define sub-populations flexibly (not only across administrative geographic
units, but also by other characteristics). Because services and policies typically af-
fect sub-populations (e.g., members of a neighborhood or a managed-care
group), a population health information system should allow the creation and
analysis of sub-population information sets. Health planning is facilitated
through such networks. Population health informatics can support a broader
perspective on the determinants of population health; rarely does the zip code
or municipality of residence correlate directly at the individual unit of analysis
with likelihood of exposure to environmental hazards or utilization of health
services.

Population health informatics establishes an information environment for assessing
and monitoring the health, functioning, and well-being of entire populations, consistent
with the Evans and Stoddart model in Figure 1. The integration of such population-
based information from the many, unconnected systems that already exist would pro-
foundly improve health planning, public health surveillance, and health services
research. Integrating this information would also provide a powerful platform from
which to study the impact of health and social policies on population health. Like in-
formatics in general, population health informatics represents a fundamental transfor-
mation of the manner in which population-based health data are collected, managed,
and used to support the core functions of public health—assessment, assurance, and
policy development—as applied to entire populations. Although there are many barri-
ers to the realization of such an information environment, it is not too soon to consider
the technical preconditions for such a vision. In the following section, we explain why
geographic information systems (GIS) are central to the conceptualization and practice
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of population health informatics. The balance of this paper describes some of the po-
tential roles for GIS in population health, as well as related issues.

Roles for GIS in Population Health Informatics

One of the central requirements for population health informatics is the integration of
information systems that contain the broad range of data of interest. The integrative na-
ture of population health requires data from systems containing health information, so-
cioeconomic information, environmental information, and subjective or solicited
information on outcomes like well-being or functioning. Existing sources include ad-
ministrative databases (hospital billing records, tax files), public health databases (re-
portable diseases, vital statistics), programmatic databases (lead poisoning
surveillance, immunization or cancer registries), census information, governmental
housing and environmental databases, and representative sample surveys.

Database integration requires linkages among the various data at a discrete enough
level to allow meaningful inferences about relationships, trends, co-factors, and con-
founding variables. The most discrete and useful form of linkage is through personal
identity, represented by name or unique alphanumeric identifier. However, confiden-
tiality and privacy concerns are very real and reasonable (9); thus, using personal iden-
tity may not be either ethically or politically feasible for many sources of data using
current technology. A common but unsatisfying way to link health information is by
broad categories like race (e.g., showing trends of low birth weight over time by race).
Such broad linkages provide little insight into the relationships among the many vari-
ables that directly affect health outcomes, focusing instead on surrogate variables like
skin color that may have little direct relationship to the outcomes of interest (10). Place,
however, offers many advantages as a means of linking and then analyzing disparate
data sources. Information on place is almost universally collected in health care docu-
ments (in the form of address), though it is not always entered into databases. It is often
associated with a broad range of both socioeconomic and environmental factors. Using
location (which can be manipulated or aggregated in various fashions) may also offer a
lesser threat to personal privacy. It can serve as a definitive linkage point between two
address-bearing databases, and as a categorical or a continuous two-dimensional vari-
able along which imputation of data is possible (with appropriate care on the part of re-
searchers and end-users).

We propose four levels of database integration in population health informatics.
GIS would play important roles at each level.

• Level 1: Surveillance of indicators. This could include traditional surveillance, such
as the incidence of communicable diseases over time. With the expanded data
linkages of population health informatics, it might also include ongoing moni-
toring of indicators like the adequacy of prenatal care, ambulatory care sensitive
hospitalizations, or arrests for illicit substance sales. While this form of unidi-
mensional monitoring of trends can be accomplished without GIS, GIS provides
the additional capability to rapidly analyze or display geographic sub-popula-
tions and to overlay geographic information over temporal information. An ex-
ample might be maps to discern that increasing rates of low birth weight are
occurring in a specific portion of a city.
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• Level 2: Geographic integration of multiple variables. This integration can occur by
area (data aggregated into administrative areas like census tracts, zip codes, or
municipalities) or by discrete-point geocoding that displays and analyzes points
or imputed spatial surfaces. To continue our example, geographic patterns of
rates of low birth weight might be compared with rates and trends in premature
deliveries, maternal smoking rates, prenatal care adequacy, prenatal clinic serv-
ice areas, Medicaid enrollment rates, substance abuse arrests, and the incidence
of sexually transmitted diseases. Because population sets are geocoded to dis-
crete locations or very small areas, it is possible both to analyze and to display
small-area information. Some information (like economic status) may be cau-
tiously imputed from small-area census or other data. This may indicate associ-
ations between low birth weight and other features (with a cautious respect for
potential fallacies of multi-level comparisons).

• Level 3: Individual-level record linkage. Automated linkage of individual records
from multiple databases is now feasible, using probabilistic or deterministic
linkage strategies. Record linkage methodologies have become standardized in
recent years, and unique identifiers are not always necessary (11). By these
methods, linked datasets are created (and subsequently stripped of personal
identifiers). These datasets include health risks and outcomes (e.g., from birth
records), participation in service programs, insurance type, and community-
level data (such as income or exposure to drug sales) imputed from small-area
data. To continue our example at this level, imagine that it can be shown that
participants in a comprehensive prenatal care coordination program combining
clinic-based and outreach-worker care have higher birth weights than individu-
als who live in the same area, with similar demographic and perinatal risk fac-
tors, but who do not participate in the program. 

• Level 4: Real-time, point-of-service information. At the highest level of integration
and functionality, population health databases accompany patients, health care
workers, and public health workers on their daily business. Imagine that a
young woman presenting for emergency care is automatically identified as re-
ceiving (or not receiving) high-risk pregnancy-related outreach services when
she registers for care at the local emergency department. Although using popu-
lation health databases at this level presents the greatest technical and confiden-
tiality-related challenges, there are some existing applications that demonstrate
the usefulness of population health systems for individual health services (12).
Within an integrated population health information system linked to service de-
livery, opportunities abound for tailoring prevention, evaluation, and planning
to achieve true continuous improvement in population health.

GIS is crucial at each of these levels. It greatly simplifies data management, display,
and calculations for the first two levels. Also, when displaying information using com-
monly understood geographic boundaries, GIS helps communicate the immediate sig-
nificance of information to a public who might otherwise fail to comprehend that they
are at risk, inviting greater participation in planning and policy. The third and fourth
levels use the specificity of point location both for linkage of records and for more dis-
crete display and analysis (spatial representation free of arbitrary administrative poly-
gons like zip codes or census tracts, allowing more natural visual and statistical
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representations of data). This point-specificity can also facilitate linkage to a greater
number of databases, and can do so in a way that may be more respectful of individual
confidentiality than would use of names or other personal identifying variables.
Address information could link, for example, building age and ownership status (from
plat records), median census block income (from the decennial census), housing in-
spection and lead abatement interventions (from administrative records), and reported
blood lead levels (from public health surveillance data). These data could target inter-
ventions (service planning), derive predictive models (population-based epidemiol-
ogy), or evaluate the effectiveness of housing policy changes (outcome effectiveness
research). For these reasons, GIS, facilitated by geocoding of health and other data
records, becomes the sine qua non of population health informatics.

While the first and second levels of information system integration can be accom-
plished with lower degrees of spatial specificity, creation of spatial surfaces, automated
record linkage, and point-of-service integration requires that data records be geocoded.
Geocoding of locational data (address of residence, location of injury event or exposure
if known, address of place of employment, location of health care service provider) is
the essential element of population health informatics. Through geocoding and map
generation, GIS provides an essential tool for integration of data records from various
sources by location. GIS applications can also serve as laboratories for development, in-
terpretation, and dissemination of neighborhood/community health indicators. GIS
also provides an interactive environment for spatial display of health data.

In public health data systems there are numerous perceived barriers to geocoding.
These include cost, timeliness and accuracy, staff and equipment needs, and
privacy/confidentiality concerns. All of these perceived barriers are smoke screens.
There is no valid rationale for not routinely geocoding all records in vital statistics or
hospital discharge databases, cancer or birth defects registries, and all other population-
based public health information systems. In fact, geocoding can improve the precision
of these databases by correctly allocating cases to county, zip code, minor civil division,
or census tract, and is extremely efficient when integrated into the routine, day-to-day
processing of records accruing to administrative health data systems. Geocoding of
population-based public health data system records also facilitates the public health
mission of the agencies and programs that sponsor or support the information system,
by ensuring that valid, geocoded addresses are available for every record as a precon-
dition for filing. Further, geocoding is easily made routine. Administrators who em-
brace the approaches of public or population health informatics will achieve maximum
value by establishing centralized geocoding centers to process all records for their
agencies.

GIS can also play a role in population health as a tool for the generation of research
hypotheses concerning the epidemiologic determinants of health status, well-being,
health outcomes, and health service utilization. GIS has a more limited role as a plat-
form for hypothesis testing per se (13). GIS also provides a supportive environment for
population-based public health program planning, program evaluation, and commu-
nity-based decision-making.

Methodological Issues, Concerns, and Opportunities
The application of GIS in population health provides numerous methodological
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opportunities, but raises some significant issues and concerns. These have been dis-
cussed at greater length elsewhere (14–18), but include the following:

• Scale and aggregation in measuring contextual variables (i.e., the role of indi-
vidual characteristics versus neighborhood variables or ecological correlates).

• Points versus areas, and rates versus numerators and denominators.
• Theoretical conceptions of space and analytical applications.
• Integration of spatial modeling and biostatistical methods with social and epi-

demiological theory.
• Methods of map presentation and interpretation.
• Methodological issues surrounding the quality of matching and record linkage

(including geocoding).

Space does not permit a lengthy discussion of these issues here. While none of these is-
sues has a simple solution, identification and development of a multidisciplinary work-
ing group to devise and implement GIS-based population health applications will
prove beneficial in most settings. 

Summary

Population health is an emerging framework for assessing and evaluating the health
status and health outcomes of defined populations. It is in many ways a superset of tra-
ditional public health functions and goals. Population health informatics is the opera-
tionalization of an integrated information systems environment for the practice of
population health. GIS is an integral and in many ways essential component of a com-
prehensive population health informatics system. GIS is, however, only a tool, not an
end unto itself in the practice of population health.
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We have used a geographic information system (GIS) as the central management and
analysis tool in the Cape Cod Breast Cancer and Environment Study. A team of public
health and environmental researchers working together with GIS specialists have de-
veloped methods for using GIS data from multiple sources with different scales to
study environmental factors that might be relevant to breast cancer incidence. This
demonstration project will illustrate how we dealt with differences in source scales to
estimate the number of households within specified distances of environmental fea-
tures. Data on pesticide use on Cape Cod will be used to demonstrate how we esti-
mated exposure categories using the GIS. We will also illustrate how researchers with
limited GIS background have been able to access and analyze GIS data using ArcView.
We will discuss our results from the community-level analyses in the first phase of the
study, and our plans for using GIS in a case-control study beginning in the fall of 1998.

Silent Spring Institute is a nonprofit research institute dedicated to investigating
the links between women's health and the environment. Since 1994 Silent Spring has
been leading a multi-disciplinary team of investigators in a state-funded study of
breast cancer incidence on Cape Cod. The team includes researchers from Tufts,
Harvard, and Boston Universities as well as GIS specialists from Applied Geographics,
Inc., a Boston-based consulting firm.

When the Cape Cod Study began in 1994, Massachusetts Cancer Registry data in-
dicated that age-adjusted breast cancer incidence was significantly higher in a majority
of Cape Cod towns than in the state as a whole. Alarmed by these statistics, citizen ac-
tivists, public health officials, and researchers began sifting through possible explana-
tions. Were high breast cancer rates due to characteristics of women who live on the
Cape, or something about the environment?

In our research we focused on two environmental factors that might be different on
the Cape from the rest of the state: exposure to drinking water impacted by waste
water, and exposure to pesticides through air, dust, and water. Nearly all of the drink-
ing water on the Cape comes from shallow wells, and all waste water is disposed of
into the ground because the surrounding waters are a marine sanctuary. Pesticides may
have been more heavily used on the Cape because of the large number of cranberry
bogs and golf courses and because the native trees are more susceptible to pests.

Using ARC/INFO and ArcView on a Sun workstation, we created a comprehensive
GIS for Cape Cod. We had excellent sources of data from the Cape Cod Commission,
MassGIS from the Executive Office of Environmental Affairs, and the US Geological
Survey. We also digitized data from paper maps that included areas treated with pesti-
cides for tree pests. Figure 1 illustrates some of the pesticide use areas we were able to
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map for the town of Sandwich. We wanted to answer the question: how many women
might have been exposed to these pesticide use areas at different points of time? We had
land use data from different points in time and parcels data from the 1990s. Because
most of the residential land on the Cape is developed as single family homes, we pro-
posed using residential parcels as a surrogate for number of households and, ulti-
mately, number of women.

A challenge we faced was using coverages with different source scales. If we sim-
ply identified parcels that intersected residential land use polygons from a specific year,
we would include many parcels that were not actually residential because of the differ-
ences in source scale. We used two approaches to eliminate the extra parcels. We used
attributes in the parcels coverages to eliminate parcels we knew could not be residen-
tial, such as wetlands and undevelopable land (Figure 2). We then eliminated any
parcels that intersected less than one-tenth of an acre of residential land use (Figure 3).

One possible problem with this approach involves using data sources from differ-
ent points in time. Does it make sense to use 1990 parcels with 1951 land use data? We
reasoned that the only situation when this would be a problem is if previously devel-
oped land were redeveloped into smaller house lots. An analysis of land use change
from 1951 to 1990 indicates that the vast majority of residential development occurred
in previously forested areas. The land use data were broken down according to lot size.
We found that very little residential land with less than ½-acre lots in 1951 was later
converted to smaller lots, and concluded that it was acceptable to work with the two
coverages together.
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Figure 1 Pesticide use areas in Sandwich, MA. We were able to map large-scale pesticide
use areas including cranberry bogs, golf courses, and areas sprayed for tree pests.
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Figure 2 Estimating potentially exposed populations. In order to estimate number of house-
holds near pesticide use areas we first identified parcels that intersect residential land use, then
used codes from the Department of Revenue to eliminate parcels that could not be residential
(such as the wetland, shaded with horizontal stripes).

Figure 3 Refining estimates of exposed populations. We further refined our estimates of num-
bers of households by eliminating the parcels that intersected less than one-tenth of an acre of
residential land, shown here shaded with vertical stripes.



Members of our team from Applied Geographics used Arc/Info AML (Arc Macro
Language) programs to calculate the distance of residential parcels from various pesti-
cide use areas and add the result to the attribute table. We could then identify residen-
tial parcels within a specified distance of pesticide use areas (e.g., 1,300 feet for aerial
spray operations). Ultimately we used this information to classify the census block
groups of the Cape into high and low exposure categories for the various types of pes-
ticide uses we studied (Figure 4).

We developed this exposure assessment in a community-level study using cancer
registry data. We did not see an association between breast cancer incidence and these
exposure categories. This is perhaps not surprising given the limitations of a commu-
nity-level study. We did not have information about the residential histories of the
women in the cancer registry files, and we confined our analysis to block groups. The
areas most exposed to pesticides are likely to be much smaller than block groups.
We plan to overcome these limitations by conducting a case-control study in the near

future. The study will be designed from the start to incorporate the use of GIS to
develop exposure variables.
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Figure 4 Exposure groups for cranberry bogs. We classified the census block groups accord-
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Abstract

The Clackamas County Geographic Information Systems Demonstration
Project is designed to engage diverse communities in partnerships to make
improvements in community well-being. An interdisciplinary team has devel-
oped a software system, the Community Health Mapping Engine (CHiME),
that allows the easy incorporation of multiple datasets related to community
well-being. Through a Healthy Communities partnership process, multiple
agencies, both private and governmental, are beginning to share data, allow-
ing the data to be incorporated into the CHiME. The CHiME uses readily
available data obtained from vital statistics bureaus, the US Census, private
sources (such as hospital discharge data), and county government collected
data such as reported crime. The demonstration geographically references
these datasets, allowing analysis in a geospatial format at the sub-county, com-
munity level. Interested community members and agencies can apply a user-
friendly, ultimately Web-based interactive mapping function to assess a
variety of health and social demographic factors and benchmarks related to
community health and well-being. The demonstration is flexible and modular.
As additional public and private datasets become available, the “Data Wizard”
can easily incorporate them into the CHiME for use by community members.
We are incorporating safeguards to protect confidentiality during small area
analysis. The demonstration performs statistical analysis, including confi-
dence intervals, allowing community members to compare their community
indices with county, state, and national rates and benchmarks, and follow
trends over time. Although current datasets and functionality are limited to
Clackamas County, we designed the application to allow expansion to accom-
modate other regions and geographic scales (counties, states, and nations).

Keywords: community health planning, community well-being, health
status indicators, public health administration, data collection

Introduction

The goal of the Clackamas County Geographic Information Systems Project is to in-
crease the capacity of Clackamas County staff and Clackamas County community
members by making data analysis and data presentation more accessible, localized,
and community-based. By accessible, we mean that community members and inter-
ested agencies should be able to obtain relevant information about the health status of
their communities at a variety of sites, including local libraries and home computers.
By localized, we mean that community-level health data should be available for analy-
sis at the neighborhood/community level. By community-based, we mean that local
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communities should be able to determine for themselves what information about their
community is relevant, and that local and state governments should be a resource for
these communities in providing for their data needs.

Although local and state governments routinely collect data related to community
health status, the data are rarely used by local health consumers and planners for sev-
eral reasons. First, the data are not timely. For example, up to two years may elapse be-
fore vital statistics data are released in hard copy form. Once the data are released, the
hard copy report contains limited county level analysis and is not amenable to further
data manipulation. Local planners are left to ask the responsible state agency to make
specific data runs, requiring additional time and staff support. Second, a variety of
health-related data is collected and maintained in different formats by many different
agencies at the local, state, and federal levels and is not available in one convenient lo-
cation accessible to community health planners. Third, health data are analyzed and re-
ported only at the county, state, and national levels. Larger counties often contain many
diverse and sizable communities whose borders do not necessarily coincide with other
political boundaries and whose characteristics are not captured accurately by sum-
maries based on these boundaries. Consequently, data analyzed and reported at the
county level or higher are frequently not useful for many local communities in con-
ducting health assessment and planning. Such data provide little opportunity for local
public health professionals to seek dialogue and strengthen relationships with local
communities.

The Clackamas County Department of Human Services Geographic Information
Systems (GIS) Project is designed to address these issues. Our objectives are to improve
access to data by local health consumers and planners and thereby engage our diverse
communities in a partnership with us to improve community health. An interdiscipli-
nary team has developed a prototype software application, the Community Health
Mapping Engine (CHiME), that allows the easy incorporation of multiple datasets on-
line in a timely manner. Through the Healthy Communities partnership process, mul-
tiple agencies, both private and governmental, are beginning to share data, allowing the
data to be incorporated into the system. We are encouraging these partners to share
datasets that include addresses. These datasets will be geographically referenced to
allow analysis in a geospatial format at the local, sub-county community level. Census
data (and inter-census data) will serve as the denominator for rates. The Clackamas
County CHiME is intended to serve as both an enterprise GIS model and a tool to fa-
cilitate community health planning. As an enterprise GIS, the CHiME will serve as a
centralized assessment tool for use by multiple county agencies and partners. The fu-
ture Web-based version of the CHiME, with its help features, will be publicly available
to community-based groups and consumers interested in performing community
health assessments.

The CHiME will provide Clackamas County communities with a tool to help them-
selves in at least two ways. It will enable them to assess a variety of factors related to
community well-being, and it will allow them to evaluate any actions they take in im-
proving their health status.

Methods

We designed the system for two user skill levels: community members without formal
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epidemiologic skills, and advanced epidemiologic investigators. As the prototype is
further developed, an initial screen will contain text that describes the project, lists data
and data sources, and provides instructions on how to use the system. An epidemiol-
ogy tutorial will be built into the system for those unfamiliar with epidemiologic con-
cepts. Besides providing instructions on how to use the system, screens will provide
easily understood explanations of concepts such as incidence rates, prevalence, confi-
dence intervals, and the need for age adjustment when evaluating mortality rates. Pop-
up help screens will contain messages discussing the concept of ecologic fallacy and the
need to avoid drawing conclusions when cause-and-effect relationships have not been
previously established (1). Help icons and screens will be available at all times. Links to
appropriate county health officials will be included, allowing users to ask questions
and obtain consultation. Links to other online information sources also will be
provided.

Within the current prototype application, users can analyze data at the sub-county,
community level as well as at state and county levels, and can present their findings in
table, chart, and polygon/map format. Census data (and estimated inter-census data)
provide information about demographic characteristics and population counts. For the
current prototype application, we purchased inter-census data from a private provider,
Equifax National Decision Systems (ENDS) (Atlanta, GA). ENDS provides current-year
estimates of demographic and population data in a variety of formats, including
ArcView, and has a history of providing such data for commercial use.

The CHiME enables users to compare their community measures with countywide
data, statewide data, Oregon benchmarks, and (eventually) national data. Users can
compare measures for each geographical area over time and automatically calculate
confidence intervals. When rates for a single year are unstable due to small numbers,
users can analyze data aggregated over several years. The CHiME can display table and
chart data whenever users click on a state, county, or community. The information dis-
played for each geographic level of analysis includes absolute numbers of events, rates,
means, medians, and confidence intervals. Users can zoom in or out among the levels.
Users can evaluate two variables simultaneously, so they can visualize spatial patterns
and relationships. For example, users can evaluate relationships between teen birth
rates and risk factors such as poverty.

A “Data Wizard” allows the project administrators to easily incorporate additional
datasets into the system. This Wizard facilitates the process of geocoding and adding
new data to the CHiME. Varieties of common data formats are supported. Each dataset
must include an address field for purposes of geocoding. Table 1 lists types of data cur-
rently included in the CHiME. Several of these datasets currently only allow analysis at
the county level or above. Datasets allowing analysis at the sub-county level will be
added as address fields are completed. We envision that all health-related data eventu-
ally will include an accurate address field to enable analysis at the community level.
Examples of data of special interest include mortality (so the CHiME could calculate
years of potential life lost [YPLL] and age-adjusted mortality rates at the community
level); immunization rates for children aged two years; cancer registry data; high school
dropouts; commuting time; and, domestic abuse (including elder, child, and spouse). In
addition, we plan to include data such as hospital discharge diagnoses through work-
ing partnerships with health care systems and health care providers.

Once the application is Web-based, we will ensure confidentiality in two ways.
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First, agencies sharing data will use the Data Wizard to geocode individual records and
then aggregate the records into defined geographic communities. Agencies will thus re-
move all individual identifiers before sharing the data with the CHiME. Not only does
the Wizard help assure confidentiality, its geocoding and aggregating properties have
already encouraged formerly reluctant agencies such as hospitals to share their data
with us. Once the data are in the CHiME, we will further ensure confidentiality by re-
stricting analysis, reporting, and depiction of very small numbers, especially when
multiple stratification is performed.

For compatibility with population data sources (used for the denominators), we
have defined communities as census block groups aggregated to approximate high
school attendance areas. We chose not to use zip codes because they cross community
and city boundaries and it is difficult to obtain denominator data for them. Following
community input, the Data Wizard could aggregate block group data to create maps for
alternative target areas such as legislative districts, elementary school attendance areas,
or other user-defined small areas. We conducted several focus groups, including those
with the elderly, teens, and minority populations, who concurred with our initial deci-
sion to use high school attendance areas as geographic community definitions.

In Figures 1 through 12, the CHiME has been used to generate sample maps that
show teen male arrest rates, teen birth rates, and adequacy of prenatal care by high
school attendance areas. Juvenile (teen) arrests, teen pregnancy rate, and adequacy of
prenatal care are three of Oregon’s benchmarks, measurable indicators for which data
are reliably, regularly, and economically available. Oregon currently has 92 bench-
marks, reduced this past year from 259. Benchmarks are developed through a public

596 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE

Table 1 Data Included in the Clackamas County CHiME, 1998

County Community
Level of Level of

Variables Analysis Analysis Years Data Sources

Age, gender, race X X Single years: 1990 to 1996 Equifax National 
Decision Systems

Personal income X X Single years: 1990 to 1996 Equifax National 
Decision Systems

Births (including X X Single years: 1990 to 1996 Oregon Health Division, 
repeat births) Aggregate: 1991 to 1995 Vital Statistics

Abortions X Single years: 1990 to 1996 Oregon Health Division, 
Aggregate: 1991 to 1995 Vital Statistics

Pregnancies X Single years: 1990 to 1996 Oregon Health Division, 
Aggregate: 1991 to 1995 Vital Statistics

Deaths X Single years: 1990 to 1996 Oregon Health Division, 
Aggregate: 1991 to 1995 Vital Statistics

Suicides X X Single years: 1990 to 1996 Oregon Health Division, 
Aggregate: 1991 to 1995 Vital Statistics

Arrests X X Single years: 1990 to 1996 Clackamas County
Aggregate: 1991 to 1995 Sheriff’s Department

Reported crimes X X Single years: 1990 to 1996 Clackamas County 
Aggregate: 1991 to 1995 Sheriff’s Department
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Figure 1 1996 community-level teen birth rates by quartile (CHiME).

Figure 2 1996 community-level teen birth rates compared with the state rate (CHiME).
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Figure 3 1996 community-level teen birth rates compared with the county rate (CHiME).

Figure 4 1995 community-level teen male arrest rates by residence by quartile (CHiME).
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Figure 5 1995 community-level teen male arrest rates compared with the county rate (CHiME).

Figure 6 1995 community-level teen male arrest rates compared with the Year 2000 Oregon
state juvenile arrest rate benchmark (CHiME).
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Figure 7 1995 community-level teen male arrest rates compared with the Year 2010 Oregon
state juvenile arrest rate benchmark (CHiME).

Figure 8 1996 community-level percentage first trimester care by quartile (CHiME).
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Figure 9 1996 community-level percentage first trimester care compared with state percent-
age (CHiME).

Figure 10 1996 community-level percentage first trimester care compared with county per-
centage (CHiME).
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Figure 11 1996 community-level percentage first trimester care compared with the Year 2000
Oregon first trimester care benchmark (CHiME).

Figure 12 1992–1996 aggregate community-level percentage first trimester care for Hispanic
women compared with the Year 2000 Oregon first trimester care benchmark (CHiME).



process by the Oregon Progress Board, an independent state planning and oversight
agency (2). Created by the Legislature in 1989, the Progress Board is responsible for im-
plementing the state’s 20-year strategic plan, Oregon Shines. The newest version of the
strategic plan, Oregon Shines II, has three major goals: quality jobs for all Oregonians;
safe, caring, and engaged communities; and, healthy sustainable surroundings (3).

Ten of the current Oregon benchmarks focus on traditional public health indicators,
such as infant mortality, teen pregnancy, and percentage of adequately immunized two-
year-olds. However, many of the other benchmarks have public health implications.
The Progress Board realizes that connections exist between all three goals and most
benchmarks.

Using a public process involving thousands of Oregon residents, the Oregon
Progress Board established the juvenile (teen) arrest rate as one of the benchmarks for
the goal of safe, caring, and engaged communities. The Clackamas County Public
Health Division views the teen arrest rate as a benchmark with public health implica-
tions, and one where CHiME potentially can play an important role in the community
partnership.

Even before being placed on the Web, the Clackamas County CHiME has involved
community residents through a variety of venues, including the Reduce Adolescent
Pregnancy Project (RAPP), the Healthy Communities Council, the Robert Wood
Johnson Turning Point Partnership, and the Local Public Safety Coordinating Council.
The local RAPP group is particularly interested in looking at teen birth rates by high
school attendance area and by legislative district. Both groups are interested in looking
at trend data.

Healthy Communities is a partnership involving community residents, local gov-
ernments, hospitals, health plans, businesses, schools, religious leaders, and other agen-
cies in the Portland metropolitan area. Clackamas County is working with the Healthy
Communities Council to expand the number and variety of datasets available for the
CHiME and, ultimately, to build an infrastructure for cooperation and data sharing
across organizational boundaries.

Clackamas, Multnomah, and Washington Counties (the three counties in the
Portland metropolitan area), in conjunction with the Healthy Communities Council,
have developed a local partnership funded through the Robert Wood Johnson Turning
Point Initiative to study how public health services are delivered and to make recom-
mendations for improvements. One goal of our Turning Point initiative is to develop an
integrated data system. Healthy Communities and Turning Point have expressed an in-
terest in using the CHiME as a way of integrating and sharing data among all of our
partners.

Before the development of the CHiME, Clackamas County law enforcement agen-
cies used the location of crime and arrest events (rather than rates) in determining
where to deploy resources. Following input from its Department of Human Services
member, and in consideration of the established juvenile arrest rate benchmark, the
Juvenile Crime Subcommittee of the Clackamas County Local Public Safety
Coordinating Council became interested in looking at juvenile arrest rates as a measure
of community health and safety. Their interest increased when they found that CHiME
could allow them to map and analyze juvenile arrest rates and associated risk factors at
the sub-county, community level. Because the Clackamas County Sheriff provides the
raw reported crime data, the Clackamas County CHiME could help the Juvenile Crime
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Subcommittee visualize patterns of juvenile arrests in relation to demographic factors,
specific crimes committed, and community health indicators such as the poverty rate.
An example of a geographic analysis of teen male arrest rates is illustrated in several
sample maps (Figures 4–7). The case definition for a teen male arrest is the arrest of a
male, age 10 to 17, that is reported by law enforcement agencies. Rates were calculated
based on the residence of the arrested teen. Rates also may be calculated, however,
based on location of the reported crime.

As illustrated in the sample maps, when calculating arrest rates for the community,
county, and state, the CHiME provides 95% confidence intervals, making it possible for
communities to determine whether their arrest rates are significantly above or below
the benchmark arrest rates. By adding a time trend analysis feature, CHiME eventually
will enable the Public Safety Coordinating Council and other community partners to
evaluate the effectiveness of neighborhood level initiatives to prevent juvenile crime.

Discussion

We have learned several lessons from our early experience with the CHiME demon-
stration. We learned that communities can be defined in many ways and that polygon
representations of rates are frequently more useful than point representation of events
for community health assessment and community health planning efforts. We learned
that the public must be involved early in the process in defining community and de-
termining what issues are addressed in a community health assessment. High school at-
tendance area proved useful as the unit of analysis because it was meaningful as a
community definition for the general public and because for two of our measures (teen
arrests and teen birth) it facilitated targeting interventions and educational messages at
high school teachers, students, and their parents.

We have also learned that we need to be careful when making multiple statistical
comparisons when, for example, we compare multiple community teen male arrest
rates with the county rate. Consequently, the CHiME can calculate Bonferroni adjust-
ments for these comparisons. Most importantly, we learned to be vigilant to ensure that
cause-and-effect conclusions are not drawn from ecologic data. These data should raise
questions, not answer them.

We are not alone in learning from our experience with the CHiME. Our govern-
mental and private partners are learning that reported data must include an address
field for the data to be useful in assessing community health. Of course, we have all
learned that confidentiality safeguards are essential in analyzing data at the neighbor-
hood level.

Several technological issues remain to be addressed, including the ability of our GIS
system to match addresses accurately, especially in rural areas. Even in urban areas,
new roads are often constructed or the names of existing roads are changed.
Interestingly, during development of the CHiME, the address of the Clackamas County
Health Clinic changed when the road name changed.

Future Plans

Even in the early stages of the CHiME application, we foresee future short-term and
long-term developments. In the short term, within the current prototype application,
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we envision adding additional datasets, both public and private, such as hospital dis-
charge data. A time trend analysis will enable us to evaluate the effectiveness and
outcomes of our health programs over time. The upcoming Web-based application will
be more accessible than our current version. Shortly, we hope to replicate the current
prototype application in other jurisdictions. The CHiME prototype application is uni-
versal; for replication elsewhere, all it requires are census block group data for the de-
nominator, local county map data, and community definitions. The Data Wizard can
easily be upgraded to allow incorporation of new county templates. Within the current
prototype application, we plan to add documentation, including pop-up information
screens, metadata, tutorials, help windows, hyperlinks to experts, and a report on the
address match rate. We plan to add additional variables for stratification, such as
income.

Within the short term, we envision coordination with other community health as-
sessment initiatives such as APEXPH’98. Clackamas County is one of a few counties na-
tionwide piloting the use of a draft version of APEXPH’98 software for the APEXPH
Community Process (4). In many of these counties, a major issue has been how to as-
sess community health, given the scattered locations of health-related data. APEXPH
provides local communities with a tool to organize the process of community health as-
sessment. For jurisdictions containing multiple or diverse communities, GIS tools such
as CHiME can facilitate the APEXPH’98 process, both for the entire jurisdiction and
at the sub-county, community level. APEXPH’98 and GIS tools are complimentary.
Future versions of the APEXPH Community Process tool should include a geospatial
component.

Within the long term, the next generation prototype CHiME application will allow
users to define community while using the CHiME. Instead of conforming to pre-se-
lected community boundaries like high school attendance areas, users will be able to
draw their own community boundaries. The only restriction to community boundaries
will be that they approximate census block group boundaries. The current prototype
was developed with ArcView GIS, but future versions will be developed using appli-
cation-independent languages such as Visual Basic, Java, and Map Objects.

Unfortunately, we also anticipate significant barriers to further development of our
application. Upgrades will be expensive, and project needs are growing beyond the
scope of Clackamas County. Perhaps this is our biggest lesson: the future of using GIS
for community health improvement will require a committed, collaborative partnership
of governmental and private agencies and consumers.
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Abstract

Across Canada and elsewhere, health care systems are regionalizing and
devolving local authority for health care delivery, financing, and management.
Increasingly, regional health authorities find they need better tools for health
care planning and decision-making to increase efficiency and effectiveness of
service delivery. In order for information to be useful for this purpose, it needs
to be timely, relevant, and available in sufficient detail in a flexible manner to
decision-makers and planners. Information technology is being enthusiasti-
cally seen as a critical tool for addressing various needs of decentralized re-
gional health authorities. Technological innovations combined with data are
being increasingly sought for meeting various needs such as health status as-
sessments, integrated planning, clinical and programmatic decision-making,
evaluation of outcomes and targets, and dissemination and communication.
Data output, whether as hard copy or via intranet or the Internet, needs to be
customized according to the user (board member, administrator, manager,
staff, the public) and according to the intended use (planning, evaluation, re-
port, research). Data can be presented in tables, charts, graphs, or maps to
make output more understandable and relevant to local contexts. This paper
describes an initiative underway in a regional health authority (Saskatoon
District Health) in Saskatchewan, Canada, to create a comprehensive commu-
nity health information system (CCHIS) for the district. The purpose of the
CCHIS is to provide a database system that supports and enhances a broad
range of activities and functions in the district at all decision-making levels.

Keywords: health information systems, regional health authorities, health
planning and evaluation

Introduction

As virtually all provinces in Canada move to either decentralized or devolved gover-
nance of the health care system, the need for reliable and relevant information at the
local level for decision-making has become greater than ever. The information is
needed for a variety of decision-making functions mandated to the regional boards,
such as local planning, setting priorities, allocating resources, and managing and de-
livering services. In larger regional jurisdictions (such as capital health authorities), this
information requirement may be satisfied in a number of ways, but smaller health dis-
tricts have fewer options. Furthermore, from the perspective of the regional health
authorities, it is more desirable if the information is generated locally, and managed or
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controlled locally. This report describes an initiative underway by Saskatoon District
Health (SDH) (Saskatchewan, Canada) to respond to this challenge by creating a com-
prehensive community health information system (CCHIS) for the district.

Health Information System Goals and Objectives

SDH’s Strategic Health Information and Planning Services Department has a mandate
to take information from many areas (research, service utilization, health determinants,
behaviors and outcomes, and policy trends) and, by a variety of means (analysis, inter-
pretation, dissemination in a variety of formats), turn this into knowledge for use in
planning, evaluation, and policy-making. The department consists of three divisions—
Research Services, District Health Services Utilization, and Population Health
Surveillance Units.

The CCHIS is a key tool for all of these units to use in supporting the decision-
making functions mandated to the SDH. Specifically, the CCHIS will enable strategic
decision-makers to identify population health needs and prioritize these needs, config-
ure health care delivery systems, promote cross-sectoral partnerships for health im-
provement, and evaluate and monitor service utilization and health outcomes. A key
component of the CCHIS is the linkable (relational) database, which assembles data
from multiple sources, within as well as outside the health sector, and is supported by
appropriate information technologies and tools for end-user analysis, including the use
of a geographic information system (GIS).

The objectives of the CCHIS are to:

• Enhance strategic decision-making by improving the quality of data used, ex-
panding the breadth of relevant data available, and presenting information in an
easily understandable manner.

• Facilitate the use of evidence in planning and delivery of services by making in-
formation directly available (e.g., online) to key staff members in the district.

• Ensure consistent, timely, and efficient data delivery by assembling and manag-
ing a single repository that incorporates a variety of sources and elements of
data.

• Increase staff’s skills in the analysis, interpretation, and application of informa-
tion in planning by providing training in the principles of data use, attributes of
the database, and analytical tools.

• Promote partnerships within the district health system and between the health
system and other key sectors by sharing data, information, and other resources.

• Contribute to the research literature by conducting studies and communicating
findings of original research.

Context and Concept

SDH Background

Established in 1992, SDH serves a population of 230,000. A majority of the population
lives in the urban center of Saskatoon, while others reside in the surrounding small
towns and rural area. Over the six years since its establishment, SDH has achieved sig-
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nificant integration of health services and is now directly responsible for providing
acute care, long-term care, rehabilitation, home care, mental health services, addiction
services, and public health services to district residents. In addition, SDH also has affil-
iation agreements with several surrounding predominantly rural health districts for
providing public health services.

Conceptual Model
The conceptual model we have adapted is from Roos et al. (1), originally developed by
Evans and Stoddart (2). This model is helpful primarily in two ways. First, it defines the
scope of what is meant by health, its determinants, and its consequences. This enables
us to establish the rationale for selection of a wide array of data sources and specific
measures from these sources representing each of the three dimensions—health and
function, determinants of health, and consequences of threats to health. Second, this
model helps us understand how determinants are linked with health status, and how
health status is linked with the consequences of health problems. In other words, the
conceptual model being adapted depicts how the concepts of determinants, health, and
consequences of ill health may be linked with each other.

Specifically, the conceptual model combines a range of environmental factors (both
external as well as internal environments) that influence and are influenced by indi-
vidual responses, which in turn lead to manifestations of health and well-being. These
individual responses are of many types, with two of the main types being behavior
(e.g., smoking, physical activity, diet) and psychosocial factors (e.g., social support, self-
esteem). Health status and, more specifically, threats to health, again are mediated by
individual responses (e.g., help-seeking behavior, perception of need, and availability
of services), which affect demand and use of health care services. Health care services
and, in particular, their effectiveness, lead to new outcomes—restoration or rehabilita-
tion of health status and well-being—thereby feeding back into the model in an itera-
tive manner.

Community Health Information System

The proposed CCHIS is conceived as a dynamic system. The system will continually
collect, analyze, and present information in a usable form for decision-makers. For ex-
ample, using the system, we can produce detailed reports every few months, scholarly
papers and articles, and timely broadsheets showing current figures and trends in se-
lected topic areas. All these products go into making up a data-driven information sys-
tem that is closely linked with an evidence-based health planning and decision-making
system.

The CCHIS is, technically, a network of information systems from the provincial
level through to the regional and the local levels (i.e., sub-district level), each connect-
ing “up” as needed for district-wide use. This type of information system requires or-
ganizational change and is enabled by today’s information technology. It relies on the
use of computers and communication technology to decentralize information and com-
municate it to the appropriate points of use (e.g., service delivery, monitoring, planning,
and evaluation).

The CCHIS will include an extensive communication network capability to link
together various entities within the system-utilization management, the providers of
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public health and institutional-based services, affiliate health care organizations, and
the provincial, regional, and local governments. These connections will enable the or-
ganizations to communicate with each other, exchange data, and have access to views
of pre-analyzed information in a highly secure and timely manner. The communication
technology will enable the networking of entities within the health care system and, in
some instances, outside the system in a seamless way that helps them to function as a
whole interactive system. This linkage is an important part of the underlying
infrastructure.

Another important part of the infrastructure is the data repository. The CCHIS will
assemble a diverse range of data on the health status and health determinants of the
population. These data will be linked and available in pre-analyzed format as well as
for ad hoc analysis. This data repository will serve as the basis for a wide variety of
functions including regular production of health status monitoring reports, needs-
based planning documents, resource allocation, evaluation, and utilization and out-
come research.

The proposed CCHIS will have the following three main functions: 

• Assembly of existing health data on the population, mortality, morbidity, supply
of hospitals and health professionals, utilization of services, and more. Some
qualitative data on public expectations and preferences will need to be collected.

• Analysis of data to produce health information on the needs, preferences, and
health status of the population. Closely related is the function of synthesis and
interpretation of the information to produce evidence, spelling out the implica-
tions for health planning, services, research, and policy-making.

• Dissemination of the results to decision-makers and the general public.

The CCHIS itself will not make policy decisions, but will notably enhance the factual
basis of the organization and its partner agencies for decisions regarding planning, al-
location of resources, what services to provide, and what research areas to pursue.

As important as it is to generate regular and timely reports for decision-makers, this
function in and of itself is an incomplete conception of the CCHIS. The system is con-
ceived to allow sufficient flexibility to enable a “participatory dialogue” between those
who produce the information and those who utilize it (i.e., decision-makers, planners).
This dialogue includes, as part of the operational processes, a re-channeling into the
CCHIS data collection system of information gathered as a result of using the data by
the decision-makers.

For example, along with fact sheets and regular reports disseminated to a wide
range of individuals, we will include brief questionnaires seeking views on the useful-
ness of the system processes and feed them back into the design of the data collection.
There are two key issues on which regular feedback would be valuable: first, how the
findings are being used, and second, how the findings should be presented, and to
whom. Both of these issues are at the heart of the challenge for effective dissemination,
and technology provides a vital tool for its solution. The technology allows information
and findings to be presented in ways ranging from informative paper-based graphics
to interactive programs via intranet systems. Thus, the functions of information pro-
duction and evaluation of its usefulness are built into the system.
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Potential Uses of Data

The potential uses of the CCHIS are many, ranging from health status monitoring, aid-
ing in needs assessment and all other stages of a planning cycle, to research, broadly de-
fined. Correspondingly, the potential users of information produced by CCHIS also are
many and varied. Because of this diverse audience, the system will need to be user-
friendly and flexible. We plan to use both the SDH intranet as well as the Internet as dis-
tribution platforms, supplemented by hard copy reports. Tabular data will be presented
in pivot tables to enable users to customize their view of the data, and allow for custom
queries and reports of the database, depending on the user’s level of access. A GIS will
be part of the system and will allow these data to be viewed and analyzed geographi-
cally. Some users will need to have the limitations of specific data types explained and
the meaning of the information interpreted, while others will be able to do their own
independent analysis. Depending on the audience, a varied degree of interpretation
and explanation will be provided with the data.

Currently, we are using Microsoft Excel and Access to store data, and are viewing
the data with MapInfo Professional (MapInfo, Troy, NY). SDH is moving toward the
creation of a single electronic client record using Oracle-based solutions. As the project
progresses, this database will greatly enhance the analysis capabilities of the system.
Other GIS tools will be evaluated according to their ability to be used by a wide variety
of users over the Internet, with the goal of switching to a fully interactive Internet map-
ping tool in the future. With this capability, many different types of reports are possible
depending on the intended audience and the use intended for the information.

Examples of reports that could be generated for various audiences include:

• Reports for board members and health district senior administrators:
– Summary data, but at any geographical level found to be useful and

appropriate.
– Analysis of trends in demographics, utilization rates, and frequencies of ill-

ness, to better target and forecast health service needs.
• Reports for general managers and managers:

– Individual access to certain views of the data (macro reports, pre-done
graphs).

– User queries to automatically generate graphical or numeric data presenta-
tions that help guide planning and evaluation.

• Reports for our partners (other health and human service agencies).
• Reports for the community:

– For lobbying, advocacy, etc., via hard copy and the Internet (SDH home
page).

• Reports/data for researchers.

SDH would be especially interested in the potential for using these data for answering
applied research questions and guiding resource allocation within the health service
sector.

Progress to Date

Considerable progress has already been made, both in developing and sustaining
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partnerships and in acquisition and use of data. The partnership between Public Health
Services (PHS) in SDH and the Corporate Information and Technology Branch (CITB)
of Saskatchewan Health has been a cornerstone in this project. CITB has been working
on a data warehouse project within Saskatchewan Health for several years, bringing to-
gether data from various branches within the department. Some of these data were pre-
sented to health districts for their use in health planning, aggregated at the district level
as a Community Profile. This is quite useful for smaller districts, but less useful for
districts with larger populations. Therefore, Saskatchewan Health is providing
neighborhood-level data from their data warehouse project to SDH as a pilot project.
Once SDH has found the most useful data fields and formats for health status moni-
toring and health planning, Saskatchewan Health hopes to roll this out to the other
health districts as well.

Another key partnership has been between PHS and the University of
Saskatchewan’s Department of Community Health and Epidemiology. University fac-
ulty have helped PHS do background research and develop the conceptual model and
evaluation plan. They have also helped in co-authoring grant proposals and articles,
and in developing interest in the research community for the potential uses of the
CCHIS. This partnership has been critical to helping establish the credibility of the proj-
ect with our partners.

At appropriate intervals, other partner agencies have been asked to join in the dis-
cussions. These include the University of Saskatchewan’s Department of Geography,
the City of Saskatoon’s Planning Department, the Saskatoon Tribal Council, and the
Saskatoon Regional Intersectoral Committee (comprised of the provincial Departments
of Health, Social Services, Education, and Justice).

Data Acquisition

Data acquisition and management are anticipated to be continuous processes that will
include adding data sources and historical data. Currently we have data from the cen-
sus and vital statistics, as well as data on hospital utilization, the population covered by
provincial health insurance, and communicable diseases. Saskatchewan Health and
SDH have provided these data primarily at the neighborhood or postal code level,
which is more detailed than the district-level data routinely available from the
province. Next, we are requesting data on physician services, the prescription drug
plan, home care, long-term care, the cancer registry, and mental health.

Selected data from Saskatchewan Education, Saskatchewan Social Services, and
Saskatchewan Justice will also be requested. We are also now in the process of adding
other public health data, including immunization rates. The aim is to have access to
these data at a reasonably detailed level based on certain demographic and geographic
variables without it becoming identifiable at the individual level. This can be done by
only acquiring the data at a certain level of aggregation, or by only releasing the data in
a re-aggregated format but after data linkage has occurred. The latter option would
allow for more detailed and robust analysis of associations in time and space between
variables in the dataset, beyond purely ecological analysis.

Data linkage can be a time-consuming, error-ridden task. Several initiatives being
undertaken in Saskatchewan make this more palatable. The data warehouse project in
Saskatchewan Health is already utilizing the health insurance services number (a
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unique identifier) for data linkage. Also, SDH is embarking on the task of developing a
single patient registration system for use by all services in the district, which will use
the same health number as the unique identifier. These initiatives will make data link-
age within the health sector much easier. Linkage of data between sectors may be more
difficult. We will start with ecological analysis at a relatively small geographic level and
work on increased linkage over time. We also hope to incorporate local survey data
being collected in the district, as well as qualitative data via a searchable index of
keywords.

Roadblocks and Resolutions

We have been proactive in attempting to deal with potential difficulties in this project
by meeting with agency leaders to sell the win-win features of partnerships to solve
data sharing and project funding issues. We are also

• Highlighting the powerful features of the technology, showing impressive sam-
ple output, and telling about the potential for doing detailed forecasting of fu-
ture needs and demographics.

• Providing reassurance regarding data security features being developed and the
ability to either limit release of data when sample size gets small or publish only
aggregate data.

• Planning to establish a steering committee and a technical advisory group to
guide the project’s activities and keep it accountable to all partners and the com-
munity via representatives on these committees.

In this manner, the leadership in SDH has been apprised of the full potential of this
project and has been very supportive in its establishment. It is envisioned that PHS will
continue to be a major provider of data and a major user of the system for program
planning and health status reporting. The following examples show how PHS uses
these data for enhanced program delivery, as well as to inform its program planning
and evaluation:

1. Low Income and Housing: Figure 1 illustrates the relationship between poverty,
housing density, and control. Areas with a higher proportion of low income tend
to be more crowded and have a high proportion of rented housing. Higher in-
come is associated with higher home ownership and less dense housing. These
types of data are useful for lobbying efforts of community groups and for di-
recting social and health programming to areas of greatest need. Within public
health, our public health inspectors work with municipal fire and building in-
spectors to try to improve rental housing quality in the neediest areas of the city.

2. Birth Rate and Income: Figure 2 shows the relationship between higher teenage
mother fertility and low income. This information can be used to direct further
study about reasons for disparities between areas (e.g., less access or desire for
abortion, less education about birth control, differences in sexual activity), and
can ultimately be used to target areas in greater need of these services.

3. Rates of Hepatitis A and Pertussis: Figure 3 is a good example of the project’s
ability to combine or layer multiple data sources. Here we see that Hepatitis A
rates are most closely correlated with the distribution of registered Indian
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Figure 2 Birth rates for 15- to 19-year-old females, by neighborhood income; Saskatoon, 1996.

Figure 1 Percentage of low-income households and home ownership, by neighborhood;
Saskatoon, 1991.



persons who are more mobile between the city and the reserves where higher
Hepatitis A rates are seen. In contrast, Pertussis rates are more evenly distrib-
uted in the city. Soon, we will be incorporating street address level mapping to
allow us to use this information more effectively for outbreak management.

4. Cardiovascular Disease Morbidity and Mortality: Figure 4 shows how hospital
utilization data can be contrasted with vital statistics data for targeting preven-
tion programs. Cardiovascular disease shows a certain distribution (after ad-
justing for age and sex distribution), but mortality rates due to cardiovascular
disease show a slightly different pattern. One can use these data to target pri-
mary, secondary, and tertiary prevention programs as well as for further studies
into what health determinants are causing the difference between mortality and
morbidity rates by neighborhood (e.g., access to care, stress, exercise, diet,
ethnicity).

Future Plans 

It is envisioned that the CCHIS, in association with the Strategic Health Information
and Planning Services Department, will maximize the potential for having an impact
on regional health program planning and policy-making. Future plans for the project
include
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• Setting up a steering committee and a technical advisory committee.
• Incorporating a format to allow access to reports and data via the Internet.
• Linking databases in real time.
• Increasing data sources (including qualitative data).
• Linking with the SDH’s District Client Information System (an electronic health

ecord in development).
• Expanding GIS tools and resources, and making this accessible over the Internet

and the SDH intranet.
• Training staff in the use of the tools and interpretation of the information.
• Encouraging use of the data and outputs at all levels of the organization and

among our partners, including the community.

Summary

In summary, the CCHIS will provide a seamless dataset to a wide variety of users at
various levels of aggregation. This relational data warehouse will be comprised of data
from various agencies within the health sector as well as other sectors with information
to share regarding health determinants. The ability to have access to this comprehen-
sive collection of data to analyze and view using a GIS will greatly enhance health
planning, evaluation, and research that will improve service delivery within the health
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sector. Intersectoral planning will also be enhanced with data-sharing between various
levels of government and those government sectors that have the greatest chance of
making an improvement in the health of the population. Lessons learned from this proj-
ect will be broadly transferable across Canada. Progress to date has been considerable,
with much enthusiastic partner support.
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Abstract

Geographic information system (GIS) software products, data, and meth-
ods need to be developed to help local health departments and officials or-
ganize the process of community health assessment, identify preventable
health problems, and improve public health programs and prevention effec-
tiveness at the community level. We suggest that software developers explore
the feasibility of forming private-public partnerships with innovative local
health departments that have already started to apply GIS. In addition, we
suggest focusing efforts on one (or a few) sentinel local public health issue(s),
and developing modules that can be used separately, but that also can be
nested together in a variety of different combinations, depending on a com-
munity’s specific needs and priorities. The ultimate goal for local public health
practice GIS product development is Web-enabled GIS with community-wide
access, integrated with community planning tools such as Assessment and
Planning Excellence Through Community Partners for Health and the Guide to
Community Preventive Services.

Keywords: public health practice, community health planning, informa-
tion systems, geography

Introduction

Geographic information system (GIS) technology can potentially offer important con-
tributions to public health practice and management at local, state, and national levels
(1–6). Software developers have started to ask, “What types of GIS software products
and data methods would be useful in public health practice?”

The purpose of this paper is to help develop a dialogue on this topic by proposing
types of GIS products that would be useful. In addition, this paper provides some gen-
eral background about the public health marketplace for GIS products, models for or-
ganizing GIS within public health, and research challenges related to GIS software
development.
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The Public Health Marketplace for GIS Products

Scant information exists about the current extent and types of GIS used by state and
local public health agencies (7,8). Our general impression, however, is that GIS is still in
its infancy in the context of public health management and practice. For example, a 1997
survey of state initiatives in geocoding vital statistics determined that only 21 of 49 re-
sponding state vital statistics registration bodies were involved in some type of auto-
mated geocoding of address data from vital records (8).

Public health practice typically involves multiple partners or collaborators. As a
result, multiple public health marketplace niches, such as the following, exist:

• Federal agencies
• State health departments
• Large local health departments
• Small local health departments
• Health care organizations and providers

GIS specialty products likely will need to be developed for each of these. The focus in
this paper, however, is on product development at the local level. From the perspective
of community health planning, local health department (LHD) products are a logical
starting point. Local level GIS offers the potential to incorporate information at the
greatest level of detail and, if successful, might provide a building block for initiatives
at other levels in the government hierarchy.

In addition to LHDs, a number of community health care organizations (e.g., hos-
pitals and managed care organizations) may have considerable interest in population-
based prevention programs at the local level. Thus, although the initial primary
emphasis might be on developing GIS products for local health departments and offi-
cials, design features or products that have wider applicability (e.g., for use by groups
such as hospitals and managed care organizations) would be beneficial.

Organizational Models for GIS in Local Public Health Practice

Four organizational models suggest how GIS might be incorporated into local public
health practice:

• Model 1: Individual GIS user within a public health agency
• Model 2: GIS service unit for multiple GIS users within a public health agency
• Model 3: Enterprise-wide approach to GIS so that different programs within a

public health agency can share GIS data
• Model 4: Web-enabled GIS with community-wide access

Model 1 is probably the most common at present. Models 3 and 4 are currently rare or
do not exist within public health practice, but are likely to be perceived as a desirable
goal by public health practitioners in the future.

Under Model 3, the LHD establishes priorities. Also, LHD spatial databases and au-
tomated systems are tailored to meet the established priorities, all while being shared
among LHD programs (i.e., staff in one LHD program area are able to access spatial
data in other LHD program areas in order to achieve the established priorities). Under
Model 4, the LHD and its community partners join together to form a “community
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enterprise” to improve public health performance, including a regional data ware-
house. Shared data are on the Web, with different levels of access as needed to protect
confidentiality of medical information. In addition, community groups are enabled to
access and create their own maps after undergoing an educational program. Such a pro-
gram would need to include discussion of potential problems in interpretation such as
“lies with maps,” the need to focus on comparisons where epidemiologists have al-
ready established etiologic relationships (9), and limitations in interpretation when
rates are unstable because of small numbers.

GIS Research Challenges

At least eight research challenges will need to be met before the full power of GIS can
be realized in community health planning:

1. Establish local public health agency enterprise-wide accessibility to local public
health agency data (i.e., staff in one LHD program area are able to access spatial
data in other LHD program areas in order to achieve the established priorities).

2. Establish local public health agency partnerships for integration and accessibil-
ity of georeferenced databases related to essential public health services, where
the georeferenced data collected by the local public health agency can be used
with georeferenced data collected by other government programs (e.g.,
planning, environment, or other municipal service departments) or other
community health resources (e.g., hospitals, managed care organizations, and
laboratories).

3. Build integrated linkage of GIS data, methods, and software with community
planning tools (described below).

4. Develop local public health models for Web-enabled GIS systems with
community-wide access—perhaps similar to the Community Health Mapping
Engine (CHiME) Geographic Information Systems Project being developed by
the Clackamas County Department of Health and Human Services, Oregon City,
Oregon.1 (see: J Public Health Management Practice 1999; 5(2):64–69).

5. Develop the capability to geocode, analyze, and make decisions using current
georeferenced data (rather than data that are several years old).

6. Establish methods to preserve the privacy and confidentiality of medical infor-
mation of individuals.

7. Document Federal Geographic Data Committee “metadata” (data about data)
standards to facilitate exchange, interpretation, and analysis of public health GIS
information (10).

8. Employ statistical and epidemiologic methods to GIS data related to disease sur-
veillance and prevention decision-making by public health managers.

Community Planning Tools 

GIS software, data, and methods need to be developed that build integrated linkages
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between GIS and community planning tools such as Assessment and Planning Excellence
Through Community Partners for Health (APEXCPH) and the Guide to Community
Preventive Services (11). APEXCPH is currently being developed by the National
Association of County and City Health Officials, and builds upon the Assessment
Protocol for Excellence in Public Health (APEXPH) (12). APEXCPH will emphasize the es-
sential public health services (13), be available in electronic format, and explore the fea-
sibility of incorporating GIS methods. The Guide to Community Preventive Services is
currently being developed by a US Public Health Service Task Force and will provide
evidence-based recommendations for preventive services and population-based
interventions.

Building integrated linkage of GIS data, methods, and software to APEXCPH and
the Guide (and to other community planning tools) provides a number of opportunities
for GIS software development. The notion of linking GIS to APEXPH is not a new one.
For example, in 1996, the Lewin Group proposed an APEXPH-related, GIS-based model
(subsequently not fully evaluated) to aggregate data for community planning (14).

Although a single community planning tool might be the ultimate goal, given cur-
rent funding constraints and the wide variety of topics in public health where research
efforts might be focused, a reasonable research strategy for GIS software developers
might be to focus initial efforts on developing a module for one (or a few) sentinel pub-
lic health issue(s) where a small success can be demonstrated over a relatively short
time period. Modules should be designed so that they can be used separately, but also
so they can be nested together in a variety of different combinations, depending on the
specific needs and priorities of a community.

Several examples of specific categorical program modules might include reducing
the number of cases of vaccine-preventable diseases; preventing cardiovascular dis-
eases; improving pregnancy outcomes and reducing infant mortality; preventing motor
vehicle occupant injury and mortality; preventing childhood lead poisoning; and im-
proving environmental health. Modules also could be developed for important (verti-
cal) cross-cutting issues, such as training for beginning GIS users in LHDs.

We also suggest that GIS software developers explore the feasibility of forming pri-
vate-public partnerships with innovative LHDs that have already started to apply GIS.
The reasons for this are that software developers otherwise may experience consider-
able difficulty in obtaining access to databases to pilot test products, and insights from
public health practitioners are needed to determine, for example, what constitutes a
useful product and how results should be interpreted.

For those who want to learn more about GIS applications in the context of public
health practice, a good source of information is the National Center for Health
Statistics’ free bimonthly e-mail report, Public Health GIS News and Information. To sub-
scribe, send an e-mail to Dr. Charles Croner at cmc2@cdc.gov.
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Abstract

Identifying problems that potentially compromise the nutritional status of
the elderly can aid in decreasing the risk of disease and improving overall
health. Several nutrition risk factors associated with health and well-being
have been described by the national Nutrition Screening Initiative (NSI) and
encapsulated in the Determine Your Nutritional Health (DETERMINE)
Checklist. Working with the 16 planning and service areas in Indiana, we con-
ducted a survey of all participants in congregate and home-delivered meal
programs, using the NSI DETERMINE Checklist and questions about demo-
graphics and housing and living arrangements. The purpose of the initial proj-
ect was to characterize the extent of potential nutrition risk among the senior
citizen meal participants. Following the NSI’s guidelines, meal participants
were categorized as being at low, medium, or high nutrition risk potential. The
percentage of those at high nutrition risk potential was computed for each
county. US Census data for population demographics and community re-
sources were used in the analysis. The maps resulting from analysis show lo-
cations of potential nutrition risks as determined by the survey data and their
interaction with US Census data and other existing data. One practical appli-
cation of geographic information systems in this project was the ability to
strategically locate needed services for community-dwelling older Americans,
who represent a composite of several ethnic groups and other groups that may
have special and unique needs. Other outcomes of the project included direct
impact on services provided to older persons, increased visibility of nutrition
needs of older people (evidenced by media coverage), and heightened aware-
ness by professionals regarding nutrition needs of older people.

Keywords: Nutrition Screening Initiative (NSI), DETERMINE, congregate
meals, homebound, geriatric nutrition

Introduction and Purpose

Identifying problems that potentially compromise the nutritional status of the elderly
can aid in decreasing their risk of disease and improving their overall health. One-third
to one-half of elders’ health problems are thought to be related to inadequate nutrient
intake (1). Numerous factors associated with the older population can contribute to in-
adequate intake. Some of these include education (2,3), loneliness (4), bereavement (5),
and being homebound (6,7).
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Several nutrition risk factors associated with health and well-being have been
described by the national Nutrition Screening Initiative (NSI) and encapsulated in the
Determine Your Nutritional Health Checklist (a.k.a. DETERMINE) (8).

The purpose of the initial project was to characterize the extent of potential nutri-
tion risk among the senior citizen meal program participants in Indiana and to provide
education to these meal participants regarding nutrition and health. As the project un-
folded, the decision was made to analyze the Indiana data using geographic informa-
tion systems (GIS) because of the impact the visual map presentations would have, and
because of the great potential for interfacing the nutrition survey data with US Census
data and other existing data.

Materials and Methods

Data Collection and Methods of Analysis

The nutrition program coordinator of the Indiana Division on Aging and InHome
Services, in conjunction with the author, a faculty member at Ball State University, con-
ducted a survey of all participants in congregate and home-delivered meal programs in
Indiana’s 16 planning and service areas (PSAs). This survey used the NSI DETERMINE
Checklist and a list of questions about demographics, housing and living arrangements,
attitudes toward the meals provided, and zip code information. Registered dietitians,
cooperative extension specialists, meal site managers, and meal delivery employees
helped participants complete the surveys. Over 12,000 surveys were returned and
coded for federal information processing standards (FIPS) for county data, then ana-
lyzed at Ball State University using SPSS-X (SPSS Inc, Chicago, IL) for preliminary sta-
tistical results and MGE (Intergraph Corporation, Huntsville, AL), Microsoft Excel, and
Informix Online Database Engine (Informix Software, Inc, Menlo Park, CA). Excel was
used to summarize data for each of the 92 counties; these data were then related to cen-
sus and other data. Each county was treated as a record. Note should be made that, al-
though use of the DETERMINE Checklist was not required at the time of this project,
the National Aging Program Information System (NAPIS) (administered by the US
Department of Health and Human Services’ Administration on Aging) now requires
that the Checklist be used to determine which clients receiving services of home-
delivered meals, senior congregate meals, nutrition counseling, and case management
are at high nutritional risk.

Following the NSI’s guidelines, meal participants were categorized as being at low,
medium, or high nutrition risk potential. The percentage of those at high nutrition risk
potential was computed for each county. The 92 counties were divided into quartiles,
based on the percentage of those at high nutrition risk potential. GIS was selected as the
tool for analysis because it can point to geographic areas of concern, allow users to look
at those areas within the context of the counties and the PSAs in which they exist, and
interrelate the nutrition risk data with other demographic, health, and community re-
source data.

Use of Existing Data

1990 US Census data for population demographics, sampled US census data (taken
from the US Census Bureau’s “USA Counties 1994” CD-ROM) for health resource
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information, and community meal site directory information were analyzed to charac-
terize (at the individual-county level) the socioeconomic environment and selected re-
sources that would potentially impact the overall well-being of the study participants.
Examples of existing data categories used in the analysis include age distribution of
older people, minority populations, poverty levels of older people, dependency ratios
(65+/19–64 years of age), and physician and hospital availability within the counties.
For each county, the number of senior meal sites was related to the number of older
people within the county.

Consideration of Other Resources Available
In pursuing GIS analysis, already available campus resources at Ball State University
(Muncie, IN) associated with GIS were sought and utilized. Computers and software
were available, as well as faculty and staff knowledgeable about GIS. Especially critical
to the success of this project was the University’s Computing Services Graphics Systems
Administrator. This individual has a landscape architecture background and has pro-
vided extensive knowledge to the technical aspect of using GIS; he also provided
instruction and assistance as progress was made through the stages of this project.

Results

The results were summarized for the entire state and for each of the 16 PSAs, each of
which included two to nine counties (Figure 1). Within the entire state, the study
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Figure 1 Distribution of high nutrition risk potential among meal program participants in
Indiana’s planning and service areas, 1993.



revealed that 34% of the 12,062 study participants were considered to be at high nutri-
tion risk potential, based on the DETERMINE Checklist. Of the homebound, 52% were
at high nutrition risk potential; 24% of the congregate meal group were at high risk po-
tential. Composition of the study participants included 70% females; average age was
78, with a range from 60 to 106 years of age; 85% of the study participants were white;
8% were African-American.

The maps resulting from analysis showed in-depth geographic locations of poten-
tial nutrition risk, possible interactiveness with other data such as census demograph-
ics, meal site ratios, and possible relationships and patterns among contiguous or
proximate counties. Figures 2 through 4 illustrate distribution of high nutrition risk for
all participants (Figure 2), homebound meal participants only (Figure 3), and congre-
gate meal participants only (Figure 4). Counties within a PSA vary in risk potential.
Metropolitan counties tend to be in the highest or medium-high risk quartile. However,
attention needs to be given also to the numerous non-metropolitan counties with high
nutrition risk. The congregate program distributes services in a centralized community
setting, and older people may need transportation to the site. Homebound older peo-
ple need to have services delivered to the home, and lengthy travel through a remotely
populated county to deliver a meal becomes a challenge to limited resources.

Figures 5 through 7 illustrate pertinent demographic distribution based on census
data. In Figure 5, which represents proportions of old-old (75+ years of age)1 residents,
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1 “Old-old” is a term often used in the gerontology literature. (Generally, “young-old” describes people 60–75
or 65–75.) The old-old category reflects the probable increase in frailty and decline in functional status expe-
rienced in people over 75.

Figure 2 Distribution of high nutrition risk potential among all meal program participants,
Indiana, 1993.
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Figure 3 Distribution of high nutrition risk potential among homebound meal program partici-
pants, Indiana, 1993.

Figure 4 Distribution of high nutrition risk potential among congregate meal program partici-
pants, Indiana, 1993.



630 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE

Figure 5 Quartile distribution of counties’ old-old (75+) population, Indiana, 1993.

Figure 6 Distribution of counties’ older population at or below poverty, Indiana, 1993.



counties in the western and southern parts of the state have the highest proportions of
those who are old-old. The metropolitan counties (starred) have a lesser proportion of
old-old residents. Analysis of poverty among older persons (Figure 6) reveals that dis-
tribution of percentages of older persons at or below poverty income levels is similar to
distributions of percentages of old-old residents; that is, the western and southern parts
of the state have the highest percentages of older people at or below poverty income
levels. Census data also provided information on locations of high percentages of vari-
ous minority groups. Metropolitan counties have the highest distribution of older
African-Americans (Figure 7).

Figure 8 represents the distribution of the dependency ratio (65+/19–64 year olds)
and has many implications. We need to think about who is or will be taking care of
older people. This can be considered at the family level as well as the service level.
When we consider the demographics of aging, this ratio also has great potential in ex-
amining future trends.

The map in Figure 9 represents an index of the number of senior citizen meal sites
per 1,000 older persons within each county. It is possible to identify counties that are in
the highest quartile for the proportion of old-old population, but have a low number of
meal sites in relation to the number of older persons. Figure 10 shows counties with the
lowest meal site index and highest nutrition risk, along with counties with the highest
meal site index and lowest nutrition risk. GIS can be used to identify uneven distribu-
tion of risk and allocated resources within each PSA.
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Figure 7 Distribution of counties’ older African-American population, Indiana, 1993.



632 GEOGRAPHIC INFORMATION SYSTEMS IN PUBLIC HEALTH, THIRD NATIONAL CONFERENCE

Figure 8 Distribution of counties’ dependency ratio (65+/19–64), Indiana, 1993.

Figure 9 Distribution of meal sites per 1,000 older persons, Indiana, 1993.



Discussion and Conclusions

The limitations of the study included the 67% response rate for the entire state, with
counties varying in response rate. Because of this, comparison of one county to another
must be done with caution. The researcher’s goal was to look at geographic patterns
and clusters of counties in regard to nutrition risk potential, all within the context of
other known features of the counties, such as whether the counties were metropolitan
or non-metropolitan.

In addition, the surveys were completed by the older meal participants, with assis-
tance from others if necessary. The survey was relatively simple, but relied on the re-
spondent to accurately read and understand the questions. The DETERMINE Checklist
has 10 questions that reflect behaviors or conditions associated with potential risk of
poor nutrition status. More in-depth nutrition screening would be required to describe
nutrition status more accurately. The advantage of using the DETERMINE Checklist in
this study was that the checklist is used extensively throughout the United States, and
health community agencies and nutrition professionals are familiar with the use and in-
terpretation of the data. In addition, because the DETERMINE Checklist is a simple
tool, intentionally developed using large print, and worded for ease of understanding
by older persons, the collection of the data from a large number of individuals was pos-
sible, even with limited resources.

One time-consuming element of the project was the initial data entry into the data-
base. This task consumed approximately a year, which lessened the timeliness of the in-
formation that was released.
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Figure 10 Example of GIS analysis revealing spatial relationship between counties with high
nutrition risk/low meal sites and with low nutrition risk/high meal sites, Indiana, 1993.



Practical application of the GIS analysis in this study has included the ability to (1)
strategically locate needed services for community-dwelling older Americans, who rep-
resent a composite of several ethnic groups and other groups that may have special and
unique needs; (2) improve health and well being; (3) determine the need for education
or other intervention; and (4) influence policy makers and decision makers who make
decisions related to older Americans and their families.

Because of the extensive dissemination of its results, the project had a direct impact
on services provided to older persons. For example: Programs for older people were ex-
panded in the cooperative extension program in northeast Indiana. An additional as-
sistant was hired to provide education and develop programs for older people. A
steering committee in east central Indiana sought various types of data, including data
from this project, to use in establishing guidelines and policies for future needs of sen-
ior meal programs; this steering group created, among other things, a partnership with
a food bank and an innovative program to help older people in a rural remote commu-
nity obtain nutritious meals at a local restaurant rather than a congregate meal site.

The data collection instrument itself provided a form of nutrition education and
heightened awareness of factors that can lead to nutrition risk problems. The project
also increased the visibility of older people’s nutrition needs—evidenced by television,
radio, and newspaper coverage—and heightened awareness by professionals of older
people’s nutrition needs.

Future plans for this application include further analysis of the data, using GIS,
with an emphasis on examining the needs of older African-Americans in Indiana. Other
goals are to automate data gathering of the DETERMINE screening tool through NAPIS
and to readily utilize new census data as they become available.
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Plotting Rural Households Where Map Details Are
Insufficient: The Use of GPS in the Keokuk County Rural
Health Study

ER Svendsen,* SJ Reynolds, C Zwerling, LF Burmeister, AM Stromquist, CD
Taylor, JA Merchant
Keokuk County Rural Health Study, Department of Occupational and Environmental Health,
University of Iowa, College of Public Health, Iowa City, IA

Abstract

The Keokuk County (Iowa) Rural Health Study (KCRHS) is a CDC-
NIOSH-funded population-based, prospective cohort study, enrolling over
one-fifth of the entire county population. Respiratory health and injury pre-
vention in relation to environmental and occupational exposures are the pri-
mary focuses of this study. Health care delivery, geriatric, reproductive, and
mental health are also measured. Because geographical distributions of health
conditions within the study population are considered, a global positioning
system (GPS) receiver has been used to geocode all rural households. The
three categories of research questions that have been investigated with geo-
graphical information systems (GIS) are health care delivery, injury preven-
tion, and health status. Within these, health care delivery questions measured
the time and distance to participants’ primary health care facility. Injury pre-
vention measured crude injury rates, risk-taking behaviors, time, and distance
to utilized emergency facilities. Health status measured hallmark health indi-
cators such as tobacco use, drug and alcohol abuse, depression, and obesity.
Demographic data have been collected and include age, sex, marital status,
and socioeconomic status. Both crude and adjusted distributions have been
performed. Medical screening and adult interviews were used as a source of
GIS data. Continuous spatial distributions of the variables implicated within
the study questions have been plotted in layers. Preliminary results indicate
that alcohol consumption and abuse are uniformly distributed throughout the
county. However, this is not the case for obesity, smoking, and reported in-
juries. These three seem to be clustered predominantly in the southwestern
portion of the county. Further analysis is pending on the significance of these
findings, and the health care delivery/injury prevention data. Through GIS
analysis of the KCRHS data, the utility of GPS geocoding in rural community
health and surveillance studies has been demonstrated.

Keywords: GPS, rural, Iowa

Introduction

Address matching of rural communities throughout the United States is very difficult,
at best. Many addresses consist of box numbers or addresses that do not correlate with
TIGER files. As a result, many rural geographic information system (GIS) applications
are limited to aggregated data analyses. These methods are usually sufficient for
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studies involving large geographic areas. For small areas such as counties, however,
aggregated methods do not provide the resolution needed for small-cluster analysis.
The Keokuk County (Iowa) Rural Health Study (KCRHS) has addressed this issue.

The KCRHS is a population-based, longitudinal prospective cohort study funded
by the Centers for Disease Control and the National Institute for Occupational Safety
and Health. The study has enrolled over one-fifth of the entire county population.
Respiratory health and injury prevention are the primary focuses of this study. Health
care delivery, and geriatric, reproductive, and mental health are also measured.

Method

In late 1997, the KCRHS began collecting global positioning system (GPS) coordinate
data during its scheduled household site visits. This protocol was added to enable GIS
analysis of the self-reported injury data collected in the study. Following its introduc-
tion, analysis of health care delivery and community health status data while control-
ling for confounding demographic variables including age, sex, marital status, and
socioeconomic status was proposed. A nested GIS study had begun to emerge.

Within the three proposed GIS study areas of health care delivery, injury preven-
tion, and health status, health care delivery questions measure the time and distance to
participants’ primary health care facility. Injury prevention questions measure crude in-
jury rates, risk-taking behaviors, and time/distance to utilized emergency facilities.
Health status measures hallmark health indicators such as tobacco use, drug and alco-
hol abuse, depression, and obesity. Medical screening and adult interview instruments
used in the KCRHS contain all of these data.

The first round of data collection was completed in February 1998. As of this writ-
ing, only a small fraction of the homes within the study have been geocoded. The un-
coded homes were scheduled for geocoding by GPS during the second round of data
collection set for a two-year duration beginning September 1998. Due to the novelty of
using GPS in geocoding rural households for GIS analysis on the county level, a pre-
liminary study was undertaken for the purpose of presenting the technique at the third
GIS in Public Health Conference in August 1998.

The preliminary study design incorporated a variety of plotting techniques to sup-
plement the lack of GPS data. First, all households that were coded as residing within
a town were geocoded within their town. Of the 454 town households, 326 were ad-
dress matched. One hundred forty-nine (149) matches were performed directly with the
Maptitude 4.03 GIS (Geonomics, Inc., Boston, MA) and 177 required manual matching
assistance within the GIS. The remaining 128 were geocoded to the centroid of the town
by using the locate-by-town function in Maptitude. Because the zip codes were not cen-
tered about a single town, plotting town residences at the zip code centroid was inade-
quate for this exercise. Rural and farm homes were not successfully address matched
this way. Instead, GPS coordinates were taken by supplemental site visits for 440
households. These measures were taken at the mailbox for all measurements so that pri-
vacy was maintained. Fifty-eight (58) additional homes were plotted manually using
the locate-by-pointing tool in Maptitude based on the known location. This was done
using a locally produced basemap of the county homes and plats as a guide. Plotting
homes manually may also have been performed by comparison with digital ortho-
photos now available nationwide at Microsoft’s collaborative Web site, TerraServer
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(http://terraserver.microsoft.com). Together, 498 (90%) of the 553 rural/farm house-
holds were plotted by GPS. When participants are considered rather than households,
904 (92%) of 987 rural/farm participants were plotted. In total, 1,563 (95%) of the 1,646
participants were plotted.

Accuracy of geocoded data is always a concern, especially when the study intends
to perform continuous distribution analyses. It was approximated that the variation be-
tween the GPS recorded data and the actual household location data was within a quar-
ter of a mile because no driveway exceeded that value. Data replication was not
performed, so precision was not measured. GPS data were not updated by spatial cor-
rection factors, so the programmed error was still present. The Magellan 2000 GPS has
an inherent error of within 50–100 yards, according to the manufacturer. Though not yet
validated, it was assumed that the locate-by-pointing method was within the same
quarter-mile accuracy constraints. Most towns were much less than a half-mile in di-
ameter. Therefore, the majority of the town box households that were coded to the cen-
troid are assumed to be well within the same quarter-mile accuracy range. The
significance of these accuracy measures has not yet been evaluated.

Results

Once geocoded, the geographic data were analyzed using Distance 
Mapping and Analysis Program (DMAP) software (freeware available at
http://www.uiowa.edu/~geog/health/index11.html). Obesity rates were presented
for demonstration. A two-mile spatial filter was used to calculate the rates of obesity
and the significance of the observed distribution. The denominator used was the ob-
served county probability (0.42) of being obese within positive respondents.
Preliminary results showed statistically significant clusters of obesity in the western
portion of the county. Bands were overlaid to exhibit the two-mile spatial filter region
of significance detected about the grid points. These were raw data that did not control
for any confounding variables such as socioeconomic status. The intent of the demon-
strated analysis was the illustration of the proposed GIS analysis of the final adjusted
GPS database.

Conclusion

This initial study was not intended to produce rates or graphs for peer review publica-
tion. Rather, this study was intended to introduce the techniques available for plotting
rural homes when address-matching capabilities are not available. Once a corrected
and complete dataset of GPS coordinates is collected by this study in the next two years,
further GIS epidemiologic studies will follow.

Preliminary results indicate that alcohol consumption and abuse are uniformly dis-
tributed throughout the county. This is not the case, however, for obesity, smoking, and
reported injuries. Further analysis of the obesity data using DMAP statistical testing
software has provided three regions of highly significant increased obesity rates. These
three regions seem to be clustered predominantly in the western portion of the county.
Through GIS analysis of the KCRHS data, the utility of GPS geocoding in rural com-
munity health and surveillance studies has been demonstrated.
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An EPA Region 2 GIS Application for Identifying
Environmental Justice Areas

Daisy SY Tang, MA,* Linda Timander, MA
US Environmental Protection Agency, Region 2, New York, NY

Abstract

The US Environmental Protection Agency’s (EPA’s) Region 2 office (New
York, New Jersey, Puerto Rico, and the US Virgin Islands), has developed a
desktop geographic information system (GIS) tool for evaluating environ-
mental justice concerns in a variety of regulatory decisions. The tool was
developed according to requirements laid out in a draft regional policy that
defines how demographic and environmental data should be used by EPA
staff in evaluating environmental justice concerns. The policy’s decision crite-
ria define a community as an environmental justice area if (a) minority and/or
low-income populations are affected significantly more than those popula-
tions in the reference areas, and (b) there is a disproportionate environmental
burden on the area compared with the reference areas. The application pro-
vides three ways for the analyst to define the boundary of a community and
select census block groups within the boundary for detailed examination of
demographic characteristics. Boundaries can be predefined, user defined, or
created by buffering around selected features. Once the boundary is defined,
the percentage of minorities in the area and the percentage of population
below poverty level are calculated for the block groups within the boundary,
and these values are compared with values for the state and the county. If the
relative difference between the community percentages and those of the
state/county is greater than 25%, the community boundary is saved as a sep-
arate data layer for further comparison with other communities and for analy-
sis of the environmental burden to determine whether it is an environmental
justice area. There is no limit on adding other data layers that pertain to the
analysis. Health and other available environmental data can be integrated into
the application for analysis of correlation between demographic characteristics
of communities, community health, and environmental exposure. This appli-
cation will be widely used within the region as environmental justice concerns
become integrated into the daily work of the regional employees.

Keywords: environmental justice, community of concern, relative differ-
ence, percent minority, percent population below poverty level

Introduction

Environmental justice is an issue that is of growing importance to the Clinton
Administration and to the public. On February 11, 1994, the White House issued
Executive Order 12898 on Federal Actions to address environmental justice in minority
and low-income populations (1). The order is aimed to “focus federal attention on the
environmental and human health conditions in minority communities and low-income
communities with the goal of achieving environmental justice.” To make achieving
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environmental justice part of its mission at the US Environmental Protection Agency
(EPA) Region 2, the office established an Environmental Justice Workgroup on January
12, 1993. The workgroup was charged with providing advice and counsel on justice
issues to regional management, and monitoring the progress of the region in achieving
the agency’s environmental justice goals. The goal of environmental justice is to iden-
tify and address unfairness and inconsistency in environmental matters. To address
these, EPA Region 2 has developed a draft “Interim Policy on Identifying
Environmental Justice Areas” (the “interim policy”) (2).

EPA Region 2 Interim Policy

The EPA Region 2 interim policy defines terms, summarizes the steps that are to be
taken in preparing for an environmental justice determination, and specifies the deci-
sion criteria that are to be used in making the actual determinations. Once an area is
determined to be an environmental justice area, subsequent agency actions would be in
accordance with established laws, regulations, and policies.

The process described in the policy for determining whether a specific area is sub-
ject to the agency’s environmental justice program involves five steps:

1. Define the community of concern (COC).
2. Define the reference area.
3. Define the environmental burden.
4. Evaluate the demographic and burden data for the COC and reference areas.
5. Apply the decision criteria to the COC and reference areas.

The five steps center on the comparison of three factors between a COC and one or
more reference areas: their respective levels of minority representation, low-income
representation, and environmental burden. The screening process determines if a COC
is a potential environmental justice area.

For environmental justice purposes, a COC is defined as a low-income community
if the percentage of household incomes beneath the poverty level (“percent below
poverty level”) is significantly greater (25% or more) than in the reference area. A COC
is considered a minority community if its percentage of minority residents (“percent
minority”) is significantly greater (25% or more) than in the reference area.

There is a two-tiered analysis used to identify environmental justice areas: 

1. Screening analysis to identify potential environmental justice areas that warrant
further study

2. Site-specific analysis to address environmental justice concerns

Environmental justice screening analyses are based primarily on the consideration of
demographic data, and focus less on the determination of disproportionate burden.
Screening analyses address the demographic characteristics of geographical units
within the study area, such as census blocks or block groups, municipalities, or coun-
ties. The focus of a screening analysis is on comparison of the demographic character-
istics of a discrete geographical community (the COC) with those of a reference area
that encompasses the COC.

Site-specific analyses will necessarily be more in-depth than screening analyses be-
cause a number of potentially difficult determinations must be made along the way.
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First, specific reference areas must be selected, their boundaries delineated, and their
demographic data collected. Then, a site-specific analysis requires a detailed analysis of
the environmental burden in the COC and reference communities in order to determine
whether the burden is disproportionate in the COC.

Overview of the Region 2 Environmental Justice 
GIS Application

The environmental justice GIS application was developed to support the EPA Region 2
interim policy. In the first stage of development, only the demographic characteristics
are incorporated into the application for preliminary screening of potential environ-
mental justice areas. The analysis of disproportionate environmental burden is more
complex and will be included in the second stage of application development.

This application enables the analyst to screen for potential environmental justice
areas by first comparing the demographic data of the COC with that of the state and
county, and then to smaller reference areas.

Two levels of analysis are involved in the screening process: a general screening
analysis and a site-specific analysis. To conduct the general screening, first the bound-
aries of the COC must be defined. Once the boundary of a COC is defined by the user,
the application selects the census block groups within the boundary for the evaluation
of its demographic characteristics. The COC’s percent minority and percent below
poverty level are calculated and compared with those of the state and county. If the rel-
ative difference between the COC’s values and the state/county values is greater than
25%, the COC is then considered a potential environmental justice area and is targeted
for more detailed analysis.

In the site-specific analysis, the COC is compared with a smaller reference
community. The reference community should be sufficiently close and/or comparable
to the COC so that it would be reasonable to assume the presence of similar circum-
stances if environmental justice were not a factor. Once the boundary of the reference
community is defined, the census block groups within the boundary are selected
for calculation of percent minority and percent below poverty level. Similar to the gen-
eral screening, the relative difference between the COC values and the reference com-
munity values is evaluated. If the relative difference is more than 25% compared with
both state/county and reference areas, the COC is defined as a potential environmen-
tal justice area and the COC boundary is saved for further analysis on environmental
burden.

The Application

The application starts with index maps of EPA’s Region 2, which includes New York,
New Jersey, Puerto Rico, and the Virgin Islands. The index map displays the counties in
each state. The analyst can choose a county of interest using the “hot link tool” or the
“Counties” pull-down menu. A view of the selected county will be created on the fly
(Figure 1).

Data layers included in the county view are percent minority, percent below
poverty level, municipal boundaries, and county boundaries. All analysis will be done
in the county view (Figure 2).
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The Screening Procedures

1. Define the boundary of a COC.
2. Select the census block groups within the boundary and convert into a new

theme.
3. Calculate the percent minority and percent below poverty level for the COC,
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Figure 1 The New Jersey index map.

Figure 2 The county view.



and compare the relative difference between the COC’s values and those of the
state/county.

Defining the Boundary of a Community of Concern

There are three ways to enable the analyst to define the boundary. They are as follows:

• Using the customized “S” button to select a municipality (Figure 3).
• Using ArcView’s “Graphic Tool” to draw a user-defined boundary (Figure 4).
• Using the customized “Buffer Tool” to create a buffer as the boundary (Figure 5).

The “S” button can be used to select the census block groups within a pre-defined
boundary. The “S” button performs a theme-on-theme selection and for this applica-
tion, the two themes used are municipality boundary and percent minority. This can be
modified to be used on any pre-defined boundary.

The “Graphic Tool,” when used together with the “Convert Graphic to Shapefile”
and “Clip Theme Tool,” will provide the flexibility to create any boundaries defined by
users (Figure 6). The user can simply draw the boundary of the COC on the view with
the “Graphic Tool,” then convert the graphic into a theme with “Convert Graphic to
Shapefile.” Once a theme of the boundary is created, “Clip Theme Tool” is used to se-
lect the census block groups that fall within the boundary. Some block groups may be
clipped by the COC boundary so that a portion of the block group lies within the COC
boundary and a portion lies outside of the boundary. In this case, the numerical values
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Figure 3 The “S” (select) button.

Figure 4 The Graphic Tool.

Figure 5 The Buffer Tool.

Figure 6 "Convert to Graphic” and “Clip Theme Tool” menu.



in the attribute table for block groups are updated based on the percentage of the block
group area that falls within the COC boundary.

The “Buffer Tool” provides a way for users to find out the demographic character-
istics around a facility. First, a buffer of one or more facilities is created and, similar to
the “Graphic Tool” method, the buffer is used for clipping the census block groups.
Once the census block groups within the boundary are identified, percent minority and
percent below poverty level can be calculated.

Comparison of the Relative Difference between the COC and the
State/County

There is a built-in function that calculates the relative difference between the COC
values and the state/county values. The formulas for calculating the relative difference
are as follows:

Relative difference between percent minority values:

{[(% minority in the COC) – (% minority in the reference community)] / 
% minority in the reference community} x 100

Relative difference between percent below poverty line values:

{[(% below poverty level in the COC) – (% below poverty level in the reference 
community)] / % below poverty level in the reference community} x 100

Once the census block groups within the boundary of a COC are identified, the analyst
can click on the “S/C” button. The percent minority and percent below poverty level in
the COC, the state, and the county and also their relative differences will be calculated
and the results will be displayed. The analyst can save these statistics to a table or dis-
miss the window without saving (Figure 7).
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Site-Specific Analysis

Once a general screening identifies a COC as a potential environmental justice area, the
community is subjected to site-specific analysis. The COC is compared with one or
more reference communities. In a site-specific analysis, the reference areas should be
sufficiently close and/or comparable to the COC so that it would be reasonable to as-
sume the presence of similar circumstances if environmental justice were not a factor.
For example, in our pilot study we compared Greenpoint/Williamsburg in Brooklyn,
New York, the proposed site of a USA Waste transfer station, to all other New York City
communities near waste transfer stations. Greenpoint/Williamsburg is the COC and
the other New York City communities are the reference areas. Selection of reference
communities is case specific and has to be justified by the analyst. However, once the
reference community is selected, the way in which reference area boundaries are de-
fined is similar to the way a COC is defined. Similar to the general screening, the “Ref”
button will calculate and display the demographic data of the COC and the reference
area. If the relative difference between the COC levels and the reference area levels is
greater than 25%, the COC will be saved for further analysis on environmental burden
(Figure 8).

Conclusion

To achieve the goal of environmental justice, EPA Region 2 established the
Environmental Justice Workgroup to provide advice and counsel on justice issues.
The Environmental Justice GIS Application was developed to provide an easier way for
the workgroup to identify areas of high minority or low-income representation that
may suffer from disproportionate environmental burden. In this version, analysis
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involves only the demographic data; environmental burden has not been addressed, as
more research on methods in assessing the environmental burden is needed. Currently,
EPA Region 2 is conducting a number of pilot studies using the application to screen for
potential environmental justice areas. This application will be widely used within
Region 2 as environmental justice becomes integrated into the daily work of the
regional employees.

Although this application is developed for assessment of environmental justice, it
can be easily modified for other purposes. There is no limit on adding other data layers
that pertain to an environmental justice analysis. Health and other available environ-
mental data can be integrated into the application for analysis of correlation between
demographic characteristics of communities, community health, and environmental
exposure.
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Understanding the Role of Geospatial Information
Technologies in Environmental and Public Health:
Applications and Research Directions

U Sunday Tim*
Agricultural and Biosystems Engineering Department, Iowa State University, Ames, IA

Abstract

For more than two centuries, epidemiologists, health care professionals,
and medical researchers have sought to develop more refined methods of
characterizing populations exposed to hazardous substances in the environ-
ment. This effort, for the most part, has involved using aspatial analysis tech-
niques to explore the relationships between environmental quality and certain
types of diseases, identify areas for the focus of public health education and
community outreach programs, and delineate target and control populations
for health studies. Although aspatial techniques have been quite useful in
many applications, methods now exist that use rapidly emerging geospatial
technologies to effectively manipulate, analyze, and display geocoded envi-
ronmental and public health data on an unprecedented scale. Geographic in-
formation system (GIS) technology can be used to improve the level of
understanding of environmental health problems and for exploratory data
analysis to test or support hypotheses regarding disease causation. This paper
examines the roles and limitations of GIS in environmental and public health
research and illustrates, through an example application, the use of GIS func-
tionality in the management and analysis of environmental and public health
data. Future trends and issues in the use of GIS in environmental epidemio-
logic research are discussed. Given the recent advancements in GIS function-
ality and the widespread availability of digital public health data, it is timely
to examine potential implications of geospatial technologies in this research
area.

Keywords: environment, public health, epidemiology

Introduction

The need to examine and manage the health needs of a growing population has dra-
matically increased the demand for information systems that capture, manage, ana-
lyze, and display data. Geographic information systems (GIS) represent a powerful,
new technology for integrating and manipulating large amounts of data obtained from
different sources (1). Since its development in the 1960s, GIS technology has proven to
be an extremely useful tool for acquiring, storing, manipulating, analyzing, and pre-
senting georeferenced spatial data. Today, government agencies, utility companies,
businesses, and researchers have invested billions of dollars in acquiring data as well
as GIS hardware and software for application in such varied fields and disciplines as
agriculture and natural resource management, health care, business, education, and
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military sciences. Numerous case studies in the literature suggest that the use of GIS is
definitely making significant contributions to the integration, analysis, and presenta-
tion of spatial and non-spatial data in these application areas.

Inspired by the present and future potential of GIS, epidemiologists, medical geog-
raphers, and environmental scientists are beginning to adopt the technology for inte-
grated analysis of environmental health data. The usefulness of GIS for environmental
epidemiologic research is obvious, because all relevant data can be combined, stored,
queried, analyzed, and displayed within a GIS to reveal the associations between envi-
ronmental exposures and the spatial distribution of disease. Somewhat reminiscent of
John Snow’s classic case study of the association between a cholera outbreak and the
Broad Street station water pump in London in the 1840s, GIS can be used to identify the
space-time distribution of disease in relation to possible environmental factors (2).
Asking many of the same types of questions as before but using techniques of spatial
analysis, epidemiologists, medical geographers, and biostatisticians can evaluate the
spatial distribution of disease or specify locations and system interaction points that
may facilitate disease control or eradication. Disease ecology is inherently integrative
and spatial, and GIS provides the environment in which the biophysical, social, behav-
ioral, and cultural worlds can be combined for a systemic understanding of health and
disease.

The 1986 Chernobyl accident and the subsequent deposition of radioactivity over
large areas of northern Europe focused the attention of the environmental health sci-
ence community on the inadequacies of aspatial techniques for establishing relation-
ships of disease to environmental factors (3). GIS provides the data analysis and spatial
modeling functions that could be used to integrate information on radiation fallout
doses with perinatal mortality rates at different geographic scales. By explicitly linking
health outcome to demographic and environmental factors, GIS can facilitate a reorien-
tation toward population-based explanations for health differentials. Other potential
applications include the following:

• GIS can be used to manipulate data collected from case-control studies to esti-
mate exposure of individuals or segments of the population to different forms of
pollution and disease.

• GIS databases on the location of environmental hazards, as well as disease and
demography, can be used to develop or test etiologic hypothesis. 

• Using GIS for exploratory spatial analysis of health data can establish disease
causation. (Because of this, epidemiologists have been evaluating the capabili-
ties of this technology.)

In spite of this potential, though, there are substantial problems and difficulties that
must be addressed before the full benefits of GIS in environmental and public health re-
search can be derived.

This paper examines the role of GIS in environmental epidemiology. Specifically, it
addresses the three most important issues related to the use of GIS in environmental
health research: the benefits of GIS in environmental epidemiology, the factors that im-
pede the use of this technology, and the emerging trends in GIS technology as they re-
late to environmental health research. The potential benefits of GIS are examined from
two primary perspectives—GIS and environmental health research. From the GIS per-
spective, demand is increasing for tools and information systems that not only add
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value to spatial data, but also support policy decision-making. From the environmental
health research perspective, tools are needed to efficiently collect, store, manage, ana-
lyze, and display large volumes of health data that examine known or suspected asso-
ciations between human health and environmental quality, establish the spatial
patterns of disease etiology, or generate etiologic hypotheses.

This paper cannot do justice to the full range of issues related to the use of GIS in
environmental epidemiology; it may even raise more questions than it answers. But
current and emerging applications of GIS in environmental epidemiologic research
make this an appropriate time to examine the role of the technology and speculate on
what the future holds. The remainder of the paper is organized as follows: First, the role
of GIS in environmental epidemiology is briefly examined. Next, the factors that limit
the use of the technology are discussed. Finally, the future in GIS trends and challenges
are discussed with emphasis on how these trends impact environmental health
research.

Role of GIS in Environmental Epidemiology

Nearly all health problems related to environmental pollution have spatial dimensions
that make them candidates for GIS analysis. The GIS technology provides a dynamic
environment for evaluating and predicting both the short-term and long-term public
health risks of environmental hazards. It provides a framework within which to analyze
adverse impacts of environmental pollution and facilitates effective presentation of
public health information in an easily understood manner. Douven and Scholten (4)
identified several applications of GIS in environmental epidemiologic research. These
include:

• Collection, storage, and organization of spatial and non-spatial data.
• Mapping of environmental health data to uncover the spatial pattern of disease.
• Spatial modeling to disclose the spatial and temporal nature of disease ecology.
• Statistical analysis to explore the association between diseases and other covari-

ate factors (e.g., socioeconomic, demographic).
• Searching for spatially related aspects of disease etiology.

In these application areas, the benefits of GIS include:

• Rapid access to environmental, demographic, public health, and other relevant
data for use in decision-making tasks.

• Easier update of surveillance data and associated geocoded databases.
• Transformation and analysis of disparate data to investigate a wide range of

space-time relationships.
• Identification of geographic regions that, because of their unique physical 

attributes, may act as a source or sink for contaminants that are major health
concerns.

• Dissemination of environmental health information in a variety of forms.

During the past several years, the number of professional and research papers and case
studies documenting the relevance of GIS in environmental epidemiology has rapidly
increased (2,5). Specific examples include a study of the role of environmental variables
in the spread of vector-borne diseases by Glass et al. (6), a determination of community
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vulnerability to hazardous materials by McMaster (7), and an evaluation of public
health effects of toxic chemicals by Stockwell et al. (8). In addition to these, Geschwind
et al. (9) investigated the proximity of residences of persons with congenital malforma-
tions to hazardous waste sites. Dunn and Kingham (10) combined air quality estimates
with health outcome data to explore spatial variation in respiratory ill health, specifi-
cally to determine whether emissions from an industrial pollution source might be in-
fluencing health status. Kingham et al. (11) integrated statistical analysis techniques
with GIS to study the environmental correlates of children’s respiratory health. Collins
et al. (12) combined atmospheric dispersion modeling, statistical analysis, and 
knowledge-based techniques with GIS to examine the relationship between exposure to
nitrogen dioxide and respiratory health in children. Guthe et al. (13) combined data
from various sources to map the spatial patterns of lead exposure and sensitive popu-
lations in New Jersey. Wartenberg et al. (14) used GIS to assess health risks of popula-
tions living near high-voltage power transmission lines. Stallones et al. (15) proposed a
data retrieval approach based on the concepts of GIS for the surveillance of the health
status of populations living near hazardous waste sites. Andes and Davis (16) manipu-
lated the 1990 US Census TIGER/Line file data within a GIS to evaluate the geographic
distribution of infant mortality in Alaska. Glass et al. (17) used GIS map overlay tech-
niques to investigate residential environmental risks for Lyme disease in Baltimore.
These studies all recognized the unique role and utility of GIS in explaining how the 
environment, demography, and other factors interact to determine health status and
disease causation. Indeed, many of the functions and operations available in most GIS
facilitate integrated analysis of environmental health data.

There are several areas of environmental epidemiologic research that could benefit
from GIS analysis, including spatial epidemiology, analytical epidemiology, descriptive
epidemiology, and exposure/risk assessment. Spatial epidemiology uses area-based or
point-based approaches to examine differences in the frequencies of disease and health
outcomes. Analytical epidemiology involves not only determining the relationship be-
tween environmental determinants and disease but also confirming hypotheses of dis-
ease causation. In descriptive epidemiology, the objective is to develop thematic,
isopleth, or choropleth maps that demonstrate the spatial pattern of disease etiology.
These maps can be aggregates of political units (such as census block groups) or
geocoded points that express spatial clusters in the health data. Exposure/risk assess-
ment deals primarily with the use of stochastic and deterministic modeling techniques
to determine whether high levels of exposure to single or multiple environmental haz-
ards present unreasonable risks in an area. In exposure/risk assessment, results from
stochastic/deterministic models provide data on the spatio-temporal distribution of the
contamination. Using GIS, for example, data from exposure/risk assessment, as well as
biomarkers of human susceptibility to an environmental hazard, could be combined
and analyzed to determine the spatial association between disease and environmental
covariates, develop etiologic clues that facilitate public health decision-making, or pro-
vide new insight into the health risks associated with specific environmental hazards.
The size and complexity of public health databases and the complexity of public health
problems make the use of GIS all the more necessary. But the major limitations and hin-
drances of GIS must be recognized; some of those impacting most strongly are dis-
cussed below.
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Limitations of GIS in Environmental Epidemiology

Until recently, most GIS users paid little attention to the issue of data quality, which is
of particular significance in environmental epidemiologic research because the data are
obtained from many sources. Generally, the attributes of data quality include correct-
ness, reliability, currency, completeness, timeliness, accuracy, and accessibility. Many
epidemiologists and environmental scientists take solace in the notion that public
health data are reliable (i.e., the data yield the same result on repeated collection, pro-
cessing, analysis, and display from the same database), current (i.e., the data are
recorded at the time of the event or observation and are continually updated), and ac-
cessible (i.e., the data are available to authorized users when needed). These profes-
sionals also demand quality in the data collected, analyzed, interpreted, and reported.
However, most data used in epidemiological research are incomplete, due in part to the
high capital and human resources required to collect and assemble them. Using such
data with GIS to explore associations between disease incidence rates and environmen-
tal, socioeconomic, and demographic factors can be problematic.

The creation of integrated databases depicting changes in disease distribution
through space and time is central to many studies in environmental epidemiology. This
creation requires not only the maintenance of consistent surveillance and monitoring
procedures but also demands that the data be current and contemporaneous. Thus, cur-
rency and timeliness of environmental health data are another data quality issue that
concerns users. A frequently cited problem is the use of incorrect point data—caused by
migration across the boundaries of health reporting zones—for GIS analysis (18,19).
According to Davis and Chilvers (20), currency problems resulting from migration in
and out of a surveillance zone can produce a “dilution effect” in many studies that eval-
uate spatial variation in disease incidence rates. An issue related to currency and time-
liness in health data is latency, caused by, for example, the considerable lag time
between human exposure to an environmental hazard and the emergence of a disease.
In many circumstances, significant problems can be introduced when attempting to dis-
cover current relationships between exposure and disease incidences. Recording a pa-
tient’s history and physical examination months after patient discharge is another
common form of latency.

Another data quality issue has to do with striking an appropriate balance between
data accuracy and the desired scale for spatial analysis. While exploratory analysis of
health data using individual case locations or census blocks can be very attractive com-
pared to counts in aggregated regions (e.g., census block groups or census tracts), this
attractiveness is lost if the data on individual locations are inaccurate or if covariate in-
formation is only available as spatial aggregates. King (21) categorized limitations of
this type as “ecological fallacy,” in which individual-level relationships are inferred
from analysis of aggregate-level data.

Increasingly, health care professionals and epidemiologists face a dilemma: meet-
ing the health care community’s need for information while protecting patients from
unauthorized, inappropriate, or unnecessary intrusion into their personal information
in the database. The drive for increased use of digital health information linked to-
gether by modern networking technologies could expose sensitive health information
to a variety of threats and misuse. The growing use of health data in environmental
epidemiologic research demands that issues of privacy, confidentiality, and security be
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adequately addressed. A report by the federal Office of Technological Assessment em-
phasized that current laws generally do not provide consistent, comprehensive protec-
tion of health information (22). Currently, communication between patients and their
health care providers is considered confidential and health care professionals are there-
fore bound by legal and ethical standards to maintain confidentiality and privacy.
Nonetheless, the need for more uniform and acceptable guidelines for access, use, and
presentation of health information is increasing. Also, GIS programs must be equipped
with improved security facilities for conducting exploratory health data analysis with-
out disclosing confidential information. With these initiatives, an increased role of GIS
in future epidemiological research is inevitable.

In geographic analysis of health data, a recurrent theme is a strong, often localized,
pattern and cluster in disease ecology. Spatial heterogeneity and localized variations
can present problems for conventional statistical methods that assume global relation-
ships with few or no spatial singularities. Increased recognition of spatial heterogene-
ity in health data has led to a resurgence of emphasis on understanding disease ecology
in a spatially explicit context. Suggesting possible environmental and behavioral factors
in disease causation, identifying strong spatial relationships between environmental
factors and disease, and confirming etiologic hypotheses developed from manipulation
of environmental health data fall within the domain of GIS. However, these activities
require the use of sophisticated statistical techniques. Thus, another factor that limits
the use of GIS in environmental epidemiology is the lack of statistical analysis functions
in many GIS programs. Although a few GIS programs support basic statistical summa-
rization of data, the functions and techniques needed for exploratory analysis of envi-
ronmental health data are still lacking (23). Some attempts have been made during the
last few years to couple statistical programs with GIS software packages. For example,
Openshaw et al. (24) described a spatial statistical analysis environment that links sta-
tistical analysis programs with GIS to search for geographical correlates of leukemia.
An increasing number of case studies involving the development of interfaces between
GIS and statistical software programs has been reported (25).

Yet another factor that limits the use of GIS technology in environmental epidemi-
ology relates to the methodological problems often encountered when exploring the
spatial patterns of disease etiology using spatial analysis techniques. These problems
arise from the fact that a GIS-based analysis of disease patterns involves complex ma-
nipulations and overlay of data themes; many epidemiologists and health care profes-
sionals are not fully familiar with the theoretical concepts that underlie most GIS
programs. Rather, these individuals are experts in the use of aspatial techniques that in-
corporate socioeconomic, demographic, genetic, gender, and environmental factors to
explain health outcomes. Standard GIS analysis, including map overlays, cartographic
modeling, and other advanced operations on spatial data, have not entered the arsenal
of epidemiological analysis. Familiarity with GIS concepts is necessary to determine if
the results of GIS epidemiological analysis are accurate and appropriate. Newly formed
collaborations between epidemiologists, health care professionals, and GIS builders
should provide opportunities for improved spatial analysis, interpretation, and presen-
tation of environmental health data.
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Example Application

Given the utility of GIS technology in many disciplines, and realizing the need for GIS
in environmental health, a study was initiated to develop an integrated system for or-
ganizing, managing, analyzing, and displaying environmental and public health data
collected in Iowa. The system, called EMPHASIS (for EnvironMental and Public Health
datA analySIs System), used ArcView GIS (ESRI, Redlands, CA) and an Oracle (Oracle
Corporation, Redwood Shores, CA) relational database management system to inte-
grate and manipulate public health outcome data with environmental, socioeconomic,
and demographic data. Specifically, EMPHASIS was developed, through a Seed Grant
from the Center for Health Effects of Environmental Contamination at the University of
Iowa, to provide an interactive data management and display environment. EMPHA-
SIS could be used to (1) assemble all pertinent information on the presence of contami-
nants in the environment and, through GIS analysis, correlate the information with
various health outcomes; (2) generate or test hypotheses regarding the spatial associa-
tions between environmental contamination and disease incidence rates; and (3) iden-
tify study populations with potential exposure to environmental hazards.

Development of EMPHASIS was set within the context of using ArcView GIS to in-
tegrate, analyze, visualize, and display large quantities of data and identify those envi-
ronmental factors that covary spatially with disease indices or are concerned in disease
causation. Hence, effort was focused on designing the system to facilitate determination
of the spatial relationships between morbidity/mortality data from cancer surveillance
activities and other relevant demographic (e.g., population) and environmental (e.g.,
groundwater vulnerability, chemical use factors) information. Figure 1 shows the gen-
eral architecture of EMPHASIS, which was implemented on a desktop personal com-
puter and incorporates Oracle, ArcView GIS (version 3.0), and S-PLUS (MathSoft,
Cambridge, MA). The choice of these programs should not be seen as restrictive, since
similarly structured programs could easily be used in their stead. However, the unique
combination of these software packages facilitates identification of geographic location,
data integration, data management and query processing, spatial analysis and model-
ing, and display of a wide variety of environmental and public health data.

A primary goal in the design of EMPHASIS was to procure a turnkey GIS environ-
ment through which large volumes of information related to environmental and public
health (mainly morbidity and mortality) data could be readily accessed, efficiently an-
alyzed, and rapidly visualized. To achieve this goal, several options for data retrieval,
query, and visualization were developed. In one option, users can directly retrieve and
query the data in Oracle and generate tabular reports. Figure 2 shows how a standard
and interactive database query produced a tabular summary of cancer morbidity data
collected in Iowa between 1973 and 1992, keyed to the respective county federal infor-
mation processing standard (FIPS) code. Figure 3 shows a typical query interface and
the result of a map overlay performed by using some of the spatial and attribute infor-
mation in the EMPHASIS database. In Figure 3, data on groundwater vulnerability by
hydrogeologic region were integrated with the water quality database obtained from
the 1988–1989 Iowa Statewide Rural Water Well Survey as well as morbidity and mor-
tality data from the State Health Registry, maintained by the Center for Health Effects
of Environmental Contamination at the University of Iowa, Iowa City.

Presently, EMPHASIS is structured so that new information can be added and
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Figure 1 The conceptual structure of EMPHASIS.
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Figure 2 Typical screen display of an EMPHASIS query session.



analyzed as it becomes available. It supports a user-friendly, icon-based menu with
mouse interaction for selecting menu options and has two basic modules. One module
supports interactive data management, analysis, and visualization, while the other sup-
ports online query and reporting. In both modules, the user has full control of selecting
the attribute data for analysis and defining the geographic extent of data analysis and
display by using the pan and zoom icons in ArcView GIS. Other unique features of EM-
PHASIS include: (1) it is designed to make optimum use of existing environmental
quality data and public health information to minimize duplication of information
among state agencies and institutions; (2) it can incorporate existing and future ad-
vances in information exchange (e.g., the Internet) to provide an interactive environ-
ment for efficient data access and data exchange; and (3) its data processing and display
capabilities are powerful enough to facilitate integrated analysis of local or regional en-
vironmental health issues.

Future Trends

Driven by technological innovations, the methods and tools used in environmental epi-
demiology are changing and will continue to do so. The technology for collecting, pro-
cessing, storing, and retrieving environmental health data is evolving from a
paper-driven, labor-intensive process to one that employs sophisticated computers and
information systems. Just as the introduction of magnetic resonance imaging provided
a new technology for collecting health data, recent spatial technologies, such as GIS, are
revolutionizing the way health data are analyzed and presented. In the future, two
major benefits are likely to emerge from the application of GIS in environmental epi-
demiology. The first benefit will be the ability of health care professionals and epi-
demiologists to use GIS as a tool to interactively manage and disseminate public health
information; search for ecological associations among health data and environmental,
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socioeconomic, or demographic factors; and identify the spatial location and geo-
graphic distribution of disease outbreak to document changes in incidence and preva-
lence. The other benefit will be the ability to analyze disparate data interactively,
emphasizing human health-environment relationships in the context of cultural and be-
havioral factors.

Challenges in environmental epidemiology during the past few years have ushered
in a new era for integrated, spatially explicit data analyses that use GIS. While the ap-
plication of GIS in this field is still in its infancy, certain observations about future
trends and prospects can be made. Today, health, demographic, and socioeconomic
data of various spatial scales are increasingly available on the Internet. Indeed, GIS ap-
plication is entering an “information-rich” era in which large volumes of data are avail-
able through communication networks with interactive data filters and data access
protocols. The ability to examine the spatial patterns of disease by integrating disparate
health outcome data with other disparate information on the Internet and intranets is
now within the reach of medical geographers, epidemiologists, and biostatisticians.
However, maintaining the integrity of health data on the “information superhighway”
will require the establishment of industry-wide standards for data access and data shar-
ing. The ease of information transfer for multiple users without the need for human in-
teraction will raise new concerns for health care professionals. The use of intranets and
the Internet will also present new challenges.

As environmental epidemiology enters the 21st century, GIS application will be-
come more widespread. Due to the factors discussed earlier, the full potential of GIS in
environmental epidemiology has yet to be unlocked. In a number of existing applica-
tions, the need to combine environmental, social, cultural, economic, and demographic
data to explore disease-environment-behavior relationships is at odds with the need to
maintain security and confidentiality. Although security and confidentiality issues for
demographic, socioeconomic, and health data have been established, these issues are
only beginning to emerge in the integrated analysis and dissemination of 
environmental health data. While techniques such as encryption, security servers, user
access/password authentication, and firewalls (26) have been widely implemented to
control access to confidential information, the degree of concern over unauthorized, in-
advertent disclosure, modification, and destruction of health data will increase in the
future.

Summary

For over six decades, research activities in environmental epidemiology have focused
on a series of fundamental questions: How do people and societies respond to envi-
ronmental hazards and what factors influence their choice of adjustments? What rela-
tionships exist between incidence rates and socioeconomic variables? How can we
model these relationships? What areas have extreme high and low disease incidence
rates? Within the last decade, other questions have been added to this list, including:
Are societies becoming more vulnerable to environmental contaminants? What spatial
associations exist between disease incidence rates and other variables? Is there evidence
of clustering in respect to specified sources or possible causes? Is there any evidence of
trends, patterns, or other variation in environmental health data? To answer these ques-
tions, extensive use has been made of spatial information technologies such as GIS.
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These technologies facilitate understanding of how humanity (e.g., culture, society,
behavior), the physical world (e.g., topography, land use, climate), and biology (e.g.,
vector and pathogen ecology) interact to produce foci of disease. As discussed in this
paper, GIS allows users to combine, query, transform, analyze, and present environ-
mental health information in ways that were not previously possible.

GIS has indeed emerged as an efficient tool for understanding and characterizing
the geographic, socioeconomic, demographic, and environmental variables that influ-
ence disease incidence rates. However, deriving the full benefits of GIS in environmen-
tal epidemiology will depend on how the environmental health research community
approaches and resolves the issue of data quality. Also, integration of various multime-
dia tools to form a health care decision support system and the growing capability to
link public and private databases require that issues of privacy, security, and confiden-
tiality be fully addressed. Public perception about data privacy issues also needs to be
changed. Citizens should be educated about the value of GIS and the many benefits that
it offers in environmental epidemiology. Environmental scientists, medical geogra-
phers, and epidemiologists also need to understand the limitations of GIS, data, and
GIS analysis.
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Spatial Analysis of Premature Deaths among African-
American Males in Fulton County (Atlanta), Georgia

Adewale Troutman, MD, MPH*
Director, Fulton County Department of Health and Wellness, Atlanta, GA

Abstract

Approximately half of all the life years lost due to premature deaths in
Fulton County, Georgia, occur to African-American males. The Fulton County
Department of Health and Wellness analyzed the geographical distribution of
premature deaths in the county and used a geographic information system
(GIS) application to map the occurrence of these deaths by census tract and by
major causes of death. The spatial distribution of premature deaths was then
integrated with sociodemographic data from census files to provide a geo-
graphic risk profile. Polygon overlays and queries by health center areas were
provided to allow prevention interventions to be targeted. Similar polygon
overlays by commission districts allow the information to be presented to
elected officials and to be related to the budgetary process.

Keywords: African-American males, premature deaths, years of potential
life lost (YPLL), mapping in public health

Introduction

The poor health status of African-American males is well known. Although their health
status is reflected across many dimensions, it can readily be seen in their dispropor-
tionately high mortality rates. Not only do African-American males have 1.7 times the
mortality rate of their white counterparts (1), they also have a very high rate of “excess”
deaths. Excess deaths are defined as the number of deaths that are greater than would
be expected if African-American males had the same age-specific death rates as those
of US white males. It has been estimated that up to one-third of the deaths of African-
American males in this country may be considered excess deaths (2).

The high death rate, as well as the high number of excess deaths, is due to six main
causes: HIV/AIDS, homicides/injuries, cardiovascular/cerebrovascular diseases, dia-
betes, cirrhosis, and infant mortality (3,4). As pointed out by Hale (2), 70% of the excess
deaths occur before age 65 and 40% occur before the age of 45. Needless to say, the life
expectancy of the African-American male in this country, currently 65 years, resembles
that found in a developing nation more so than in an industrialized one (5). White
males in this country can expect to live over seven years longer than African-American
males.

In planning health interventions, mapping the geographic variability of premature
deaths is a valuable tool in understanding the distributions of the deaths.
Geographically based targeting can be used to distribute health resources. However,
other characteristics may also be related to the geographic pattern of disease
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prevalence and premature mortality. Much information from the census as well as other
databases can be related to the health status of small geographic areas.

Recent studies have focused on the contribution that structural variables play in
contributing to premature mortality and excess deaths. It has been found that geo-
graphic areas characterized by a high concentration of poverty in conjunction with a
high degree of segregation tend to greatly exacerbate poor health status as well as many
other social and economic ills characteristic of these neighborhoods. The ill effects
caused by the combination of these two conditions have been called “neighborhood” or
“concentration” effects (6).

Ecological variables such as income, education, or unemployment have also been
found to be important risk factors. Ecological variables are those population character-
istics of the census tract as a whole as opposed to those that characterize an individual’s
behavior or history. Appropriate ecologic variables can be constructed from census in-
formation and related to disease patterns. For example, Wells and Horm (7) found that
median education of small areas was inversely related to never having had a mammo-
gram. Thus the ecologic characteristics of an area may be helpful in identifying under-
served areas or areas with underutilization of services. Ecologic variables may also be
useful in constructing estimates of screening behaviors that might be expected to occur
in an area.

The purpose of this analysis was to determine the spatial distribution of the pre-
mature deaths that occur to African-American males in Fulton County, Georgia. Thus,
a geographic information system (GIS) application was used to analyze the geographic
patterns of premature deaths. The GIS was further used to relate the pattern of prema-
ture deaths to both structural and ecologic characteristics of small areas. In addition to
the analysis, there is a practical application of GIS mapping in interacting with the com-
munity and political forces needed to turn data into information that can assist in shap-
ing interventions and policy.

Of critical importance to health planning and program development at the local
level is the ability to garner political and budgetary support for health interventions. It
is necessary to work with numerous community-based organizations and partners in
planning health programs geared toward the needs of African-American men. This
analysis was designed to facilitate communication with the various stakeholders and
partners involved in planning and implementing a preventive health program aimed
toward African-American men in Fulton County. Mapping is a powerful tool for help-
ing people visualize the geographic distribution of health problems as well as the struc-
tural and ecologic context of these problems. Such presentation makes explicit the
rationale for targeting preventive interventions and contributes to the development of
community as well as political support for health interventions.

Method

Population Description of Fulton County, Georgia
Fulton County has a population that is 50% African American, 48% white, and 2% com-
posed of other races. African-American males make up approximately 24% of the pop-
ulation, as do white males and white females; African-American females comprise 28%
of the population.
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Mortality data for this analysis were from data files maintained by the Fulton
County Department of Health and Wellness and reflect death certificate data that are
recorded for all resident deaths in Fulton County. Mortality data were compiled for the
period 1991–1995 by census tract, by sex-race, and by cause of death. In addition to an-
alyzing the total deaths for all causes, selected cause-specific analyses were also in-
cluded. The specific causes along with their International Classification of Disease (ICD)
codes (8) are as follows: HIV/AIDS (42.1–44.9), homicide (960–969), all heart disease
(390–459), heart attacks (410), hypertension (401–405), cerebrovascular disease (430–438),
all cancers (140–208), cancer of the lung (162), and cancer of the prostate (185).

The number of premature deaths, defined as deaths occurring under the age of 75,
was determined for all causes as well as for each of the cause-specific deaths. Also,
years of potential life lost (YPLL) was calculated by subtracting the age at death from
age 75 for all deaths that occurred prematurely and summing these numbers for each
sex-race group by census tract.

Thematic maps were constructed using ArcView (ESRI, Redlands, CA), a GIS pack-
age that runs on a desktop PC. Maps were developed for both the number of premature
deaths and the number of YPLLs by census tract, dividing the census tracts into quin-
tiles and excluding tracts with zero mortality events.

Neighborhood, or concentration, effects were assessed using the percent minority
and percent poverty for each census tract. This analysis is ecological in nature in that
the population characteristics of the census tract as a whole are used rather than the in-
dividual history of decedents. Both the percent poverty and the percent minority data
were obtained from summary data by census tracts compiled by the Atlanta Regional
Commission (ARC), a ten-county local planning agency. The primary source of the data
was the 1990 US Census Summary Tape File 3A (9). Thematic maps were also con-
structed dividing the census tracts into quintiles based on percent minority and percent
poverty of the tracts. Altogether there are 146 census tracts in Fulton County.

The census tract was the main unit of analysis for mapping the number of prema-
ture deaths, YPLLs, percent minority, and percent poverty. However, a number of over-
lays were constructed for use in presenting information to policy makers, community
groups, service delivery partners, and other stakeholders. Overlays consisted of com-
mission districts for Fulton County elected commissioners, health center areas for the
Department of Health and Wellness, catchment boundaries for other health care
providers, boundaries for the Atlanta Empowerment Zone and for other entities as
needed. Catchment area boundaries were constructed by aggregation of census tracts
and block groups to the appropriate level. Fulton County has two at-large elected com-
missioners (known as District 1 and District 2 commissioners), and five elected com-
missioners representing each of five geographic areas (known as commissioners for
Districts 3 through 7, respectively).

Results

Due to their small numbers, deaths to races other than African American and white
were excluded from this analysis. These deaths constituted less than 1% of the total
deaths. A detailed analysis of 1995 data is presented. The number of deaths, number of
premature deaths, and YPLLs for each sex-race group are presented in Table 1. During
1995 the number of deaths per year in Fulton County was 6,211. Approximately 30%
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were of African-American males, 24% were African-American females, 21% were white
males, and 25% were white females. Of the annual total of 6,211 deaths, 3,560 were pre-
mature; that is, they occurred at an age younger than 75 years of age. Overall, 57%, or
over half, of the deaths in Fulton County are premature.

Table 2 provides a profile of the population, total number of deaths, number of pre-
mature deaths, and YPLLs by sex-race groups in terms of percentages. This profile high-
lights the disproportionate share of disease burden suffered by African-American men
in Fulton County. In 1995, African-American male deaths constituted 42% of all the pre-
mature deaths versus 24% for African-American females, 22% for white males, and 12%
for white females. Thus, while African-American males make up approximately 24% of
the population, they account for 42% of all the premature deaths.

YPLL is another way of measuring premature death. This measure captures the im-
pact of the age of death. This measure is higher the younger the individual at the time
of death. Overall, there were 84,952 life years lost in Fulton County in 1995. Table 2
shows that deaths of African-American males accounted for 50%, or half, of all the life
years lost in Fulton County due to premature deaths. Thus, while African-American
males constitute 24% of the population, they account for 30% of all deaths, 42% of the
premature deaths, and 50% of the YPLLs. African-American males are disproportion-
ately represented in all three measures of mortality—total deaths, premature deaths,
and YPLLs.
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Table 1 Number of Total Deaths, Premature Deaths, and Years of Potential Life Lost by Sex-
Race Group for Fulton County, Georgia (1995)

Premature Deaths Years of Potential
Total Deaths (<age 75) Life Lost

African-American males 1,856 1,495 42,300

African-American females 1,497 863 19,868

White males 1,321 768 16,021

White females 1,537 434 6,763

Total: all sex-race groups 6,211 3,560 84,952

Source: (11,12)

Table 2 Percentage of the Population, Premature Deaths, and Years of Potential Life Lost by
Sex-Race Group in Fulton County, Georgia (1995)

Premature Years of 
Total  Deaths Potential 

Populationa Total Deaths (<age 75) Life Lost 
(%) (%) (%) (%)

African-American males 24 30 42 50

African-American females 28 24 24 23

White males 24 21 22 19

White females 24 25 12 8

aSource: (9)



As can be seen in Table 3, three-quarters of the premature deaths and two-thirds of
YPLLs were due to five major causes: HIV/AIDS, homicide, heart disease, stroke, and
cancer.

Notably, the geographic distribution of deaths for all age groups of African-
American males, as well as for premature deaths and YPLLs, are highly correlated. This
pattern of mortality reflects the underlying pattern of neighborhood, or concentration,
effects characteristic of areas of high poverty and high segregation (reflected in the per-
cent minority population of the census tract). The census tracts with high mortality,
high premature mortality, and high numbers of YPLLs among African-American males
also tended to be the same census tracts that had a high percentage of minority popu-
lation as well as high poverty rates.

Maps for number of premature deaths for all causes (Figure 1) as well as for
HIV/AIDS (Figure 2) and homicide (Figure 3) are shown to illustrate the geographic
variation of premature deaths by census tract for African-American males. Number of
premature deaths as opposed to rates were chosen for these maps for health planning
purposes because high rates in a small population do not create as many cases as a
moderate rate does in a much larger one. Overlays of commission districts illustrate the
value of adding boundaries for presentations made to a political stakeholder group.

Discussion

Mapping premature deaths, as was done in this analysis, is a highly effective way of
demonstrating the disproportionate disease burden borne by African-American males
in Fulton County. Showing the geographic variation and clustering was effective in
both demonstrating the problem and in garnering support for preventive health
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Table 3 Number of Deaths, Premature Deaths, and Years of Potential Life Lost for All Causes
and Selected Cause-Specific Mortality among African-American Males in Fulton County,
Georgia (1995)

African-American Male
1995 

Total Number of Number of Premature Years of Potential 
Deaths Deaths (<age 75) Life Lost

All causes 1,856 1,495 42,300

HIV/AIDS 314 313 11,412

Homicides 131 129 5,565

All heart diseases 493 340 6,199
Heart attack 35 35 571
Hypertension 84 84 1,404

Stroke 43 43 795

All cancers 317 244 3,652
Lung cancer 93 76 1,079
Prostate cancer 29 29 254

Source: (12)



programs. Relating the premature deaths to census variables allows health status to be
understood in terms of its neighborhood context.

Both the spatial distribution of mortality among African-American males and the
neighborhood, or concentration, effects in Fulton County are highly correlated. As
found in other research, such structural variables as high poverty in conjunction with
high segregation are powerful risk factors for poor health for a wide range of condi-
tions. While public health has often focused its attention on individual health behavior
and risk factors, neighborhood and environmental risk factors appear to be just as im-
portant, if not more important. In fact, some researchers have even suggested that
neighborhood effects are as great as, if not greater than, such major individual risk fac-
tors as smoking (10). Clearly both individual and structural variables of neighborhoods
are important and interventions are needed that target both. Preventive clinical services
such as immunizations and disease screening programs have clearly been found to be
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Figure 1 Number of premature deaths (age <75 years) for African-American males, all
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effective. So too have been strategies that focus on target groups of individuals exhibit-
ing risk factors for various health conditions.

Much more emphasis, however, is needed on targeting interventions at the neigh-
borhood level as opposed to focusing just on the individual level. Research has shown
that behaviors are culturally or socially mediated. For example, if it is considered “cool”
or “grownup” to smoke within a social group, individuals are at much greater risk of
taking up the habit. Strategies such as policy development and community empower-
ment through partnership development and coalition building can be effective inter-
ventions at the neighborhood level.

Of course, both cultural factors and the cultural context are important for messages
that seek to build individual healthful behaviors. Considerably more ethnographic re-
search is needed in this area. This approach seeks to ameliorate, on the individual level,
the high-risk circumstances of neighborhood structural variables.
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Policy can also be an effective intervention as has been seen with the reductions in
both mortality and serious injuries that occurred when speed limits were lowered to 55
mph. Local neighborhoods have also been successful in using zoning laws and business
licensing regulations to limited the number of liquor stores that can be opened in a
given neighborhood. Thus, both individual interventions and public policy, especially
when combined with community empowerment, can be potent strategies for building
the health of a population at the neighborhood level.

The true value of technology is in its application to the real world. Science must
serve humanity to achieve its true mission. Advances in the application of geographi-
cal information mapping to focus on issues of the public’s health provide us with a
powerful example of that principle. In that regard, the power of GIS lies in its ability to
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Figure 3 Number of premature deaths (age <75 years) for African-American males, homicide,
1991–1995.



be used as a tool in the process of examining, evaluating, and improving the health sta-
tus of communities. In this instance, we have placed GIS technology in the practical
context of assisting the shaping of public policy and directing the decision-making
process of local political leadership.

The value and uses of GIS technology can be illustrated in several ways. This proj-
ect highlights many of them. Specifically, the practical applications of GIS technology
include the following:

• As a tool in the development of stakeholder support
• Assisting in the determination of the siting of fixed resources
• Assisting in the process of targeting intervention and prevention strategies
• As a tool in providing support for budget allocation requests
• Providing a geographical focus for the development of public health advocacy

groups
• Providing a framework for the building of coalitions with non-public health

partners

The policy-makers at the county level depend on department heads to provide
them with the data necessary to develop public policy. Frequently, their time demands
and their perspective on public need are such that the presentations must be powerful,
illustrative, and clear. GIS mapping fits all of these criteria.

Using color-coded GIS maps focusing on the health status of African-American
men in Fulton County, we were immediately able to demonstrate to our local policy-
makers where the most dramatic needs were. This will allow us to target our resources
and programming to the specific areas represented on the GIS map. Progress can then
be measured and its representation illustrated for the benefit of the local board of com-
missioners.

Much as this technique can be used with policy-makers, it is equally valuable to il-
lustrate health issues to any segment of the population that is not oriented to “hard”
epidemiological data. This includes the affected populations, other stakeholders,
budget committees, and potential collaborative partners from all segments of society.

GIS mapping relates information on public health data in a clear, concise, yet dra-
matic manner that is consumer-friendly and almost self-explanatory. It will continue to
be a mainstay in the way in which we communicate public health issues to our
colleagues.
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Regional Patterns of Alcohol-Specific Mortality in the
United States

WF Wieczorek,* CE Hanson
Center for Health and Social Research, Buffalo State College, Buffalo, NY

Abstract

Regional patterns of health are usually determined based on areas defined
by aggregations of states. A major limitation of this approach is that the re-
gions are defined by state boundaries. Regional characteristics based on fac-
tors such as historical settlement patterns, economic activity, housing patterns,
and ethnicity may not conform to state boundaries. Regional health patterns
may be obscured by the artificial nature of regions defined by state bound-
aries. Geographic information systems (GIS) provide the capability to develop
more sophisticated definitions of regions. This study examines regional pat-
terns of alcohol-specific mortality based on complex definitions of regions not
limited by state boundaries. Boundaries for 12 US regions defined by a large
number of cultural factors were digitized. The digitized regional boundaries
were overlaid onto all counties in the US. Counties split by regional bound-
aries were assigned to the region that contained the greatest amount of the
area for that county. The alcohol mortality data for each county are provided
by the Alcohol Epidemiologic Data System of the National Institute on Alcohol
Abuse and Alcoholism. This study utilized mortality data that explicitly men-
tion alcohol as a cause of death. Examples of alcohol-specific mortality include
alcoholic cirrhosis, alcohol dependence syndrome, and alcoholic cardiomy-
opathy. Age-adjusted mortality rates were used. Alcohol-specific mortality
was used to avoid confounding based on regional differences in the attributa-
ble fraction of alcohol-related diseases. Alcohol-specific mortality tended to be
higher in the Pacific Southwest, Interior Southwest, and South. The rate in the
South decreased substantially when mortality was adjusted for factors such as
race and income. The Central Midwest had notably lower rates of alcohol-
specific mortality. The study found significant differences in alcohol-specific
mortality between regions of the United States. Regional patterns provide in-
sight into the relationship between cultural factors, alcohol use, and alcohol-
specific mortality.

Keywords: alcohol, mortality, regions

Introduction

Large areas of relative societal homogeneity are defined as cultural regions. The popu-
lation of the United States is not an undifferentiated mass that is evenly distributed
across the landscape. An examination of regions in the United States can provide an im-
proved understanding of health needs and problems. Unfortunately, most regional
analyses of health issues are based on aggregations of states or census statistical areas.
These approaches are limited because the regions are based on state or other political
boundaries, and the regions lack a strong theoretical foundation. Regional health
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patterns may be obscured by the artificial nature of the regions. Post hoc regional analy-
ses of health data based on sub-state areas (e.g., counties, metropolitan areas) lack sci-
entific rigor and are subject to idiosyncratic interpretations.

A geographic information system (GIS) can facilitate the utilization of more so-
phisticated definitions of regions that are not limited to existing political boundaries.
Theoretically derived definitions of cultural regions can then be merged with public
health data for analysis. Gastil (1) integrated information on historical settlement pat-
terns, religion, economic activity, education, crime, and other factors to define cultural
regions in the United States. His regional model is based on both historical and current
information, which provides a stronger theoretical basis for the regions than is possible
if the regions were based solely on either historical or current characteristics.

This study examines regional patterns of alcohol-specific mortality to provide an
improved understanding of the variation of alcohol problems. Gastil’s complexly de-
fined regions are used to avoid problems with limited definitions and post hoc inter-
pretations. The study is an extension of previous research on alcohol use and problems
that indicates strong cultural influences on drinking (2,3), and regional differences in al-
cohol availability, consumption patterns, and problems (4,5).

Methods

The data used in the study were extracted from the 1990 US Census (6) and the
1986–1990 county level alcohol-related mortality tables published by the National
Institute on Alcohol Abuse and Alcoholism (NIAAA) (7). The NIAAA obtained the al-
cohol-related mortality data from the National Center for Health Statistics. The mortal-
ity data are based on five years of data to provide a stable estimate, especially for areas
with limited total population. The age-adjusted mortality rate was calculated by divid-
ing the number of deaths by the total population for that county and multiplying it by
100,000. For the age-adjusted rates, the number of alcohol-related deaths for each
county was standardized by the county’s reference age distribution to better illustrate
the influence of factors other than age.

For this analysis, only the rates for causes of deaths explicitly mentioning alcohol
were used to avoid confounding based on regional differences in the attributable frac-
tion of alcohol-related diseases. Alcohol-explicit mortality includes 12 causes of death
such as alcoholic psychosis, alcohol poisoning, alcohol dependence syndrome, and al-
coholic cirrhosis of the liver. The census variables used in the study are total population,
number of persons over 65 years of age, median household income, number of persons
below the poverty line, number of males, number of blacks, and number of Hispanics.
Percentages were calculated for age, poverty, male, black, and Hispanic.

The county boundaries for the continental United States were purchased as an
ARC/INFO polygon coverage in unprojected geographic coordinates. The 12 regional
boundaries were digitized from Gastil’s Cultural Regions of the United States (1) and then
projected into decimal degrees so that they could be overlaid successfully with the
county boundaries. The regions were then overlaid with the counties so that each
county obtained at least one regional identifier. For those counties that were divided by
a regional boundary, the union allowed comparison of the amount of a county’s land
area that fell within each region, and the county was assigned to the region containing
the most area.
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The map displays were categorized by minimizing the sum of the variance within
each grouping—a “natural breaks” method using Jenk’s optimization. For the total
population regional mortality map, the mean in each region was calculated by sum-
ming the population and number of age-adjusted cases for all counties assigned to that
region, then dividing the total number of cases by the total population and multiplying
by 100,000. Adjusted regional means were the estimated marginal means derived from
an analysis of variance (ANOVA) of all the counties, using mortality rates as the de-
pendent variable, region as the categorical factor, and four covariates (independent
variables): percent over 65, median household income, percent male, and percent black.

Results

The raw alcohol mortality rates for the US counties are shown in Figure 1. Figure 1 also
shows the boundaries of the cultural regions used in the study. Differences in the total
geographic area of each county and in the number of counties in various regions makes
it difficult to interpret the county-level data. Figure 2 shows the mean alcohol mortality
rates for the various cultural regions. The rates shown in Figure 2 are based on total age-
adjusted alcohol-explicit deaths and total population for each region. An ANOVA based
on the counties assigned to each region indicated highly statistically significant differ-
ences between regions (F=28.63; p<0.0001). The visual impact of Figure 2 is striking, es-
pecially compared with Figure 1. Regional differences are readily apparent.
Interpretation of the mortality rates shown in Figure 2 and Table 1 indicates that the
Pacific Northwest, Pacific Southwest, Interior Southwest, New York metro area, and
South have the highest mortality rates. The Central Midwest has notably lower alcohol
mortality.

ANOVA with covariates was used to calculate adjusted means for the cultural re-
gions. Factors such as race, age, income, and gender are known to be related to alcohol
use and mortality (8). In addition, these factors also are related to cultural practices such
as religion and economic activity. Figure 3 and Table 1 show the means adjusted for
these factors. Age (percent over 65), race (percent black), gender (percent male), and
median household income were all significant in the ANOVA. The two most influential
covariates in the analysis are race and income. Race (percent black) is positively associ-
ated with alcohol mortality, while income is inversely associated with alcohol mortal-
ity. Note that additional analyses substituted percent Hispanic and percent in poverty
for percent black and mean income without substantive differences in the results.

The adjusted means shown in Figure 3 and Table 1 still indicate significant and sub-
stantial differences between cultural regions. Regions high in alcohol mortality include
the Pacific Northwest, Pacific Southwest, Interior Southwest, Rocky Mountain, and
New York metro area. The main difference between Figures 2 and 3 is the lower ad-
justed mortality rate for the South. This suggests that black population and lower
income population in the South accounts for a substantial portion of the mortality in
this region.

Discussion

The results of this regional analysis of alcohol-explicit mortality show substantial dif-
ferences between regions in the continental United States. The pattern changes when
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covariates are controlled for, but the differences between regions remain quite notable.
Clearly, the use of GIS to facilitate the regional analysis of public health data provides
additional understanding and insight into public health issues, such as alcohol-related
mortality.

The analysis provided evidence that alcohol mortality is particularly high in the
western United States, outside of the Mormon region. These areas may require addi-
tional alcohol-focused interventions to lower the mortality. The New York metro area
also appears to be in need of additional alcohol-focused public health interventions.
Also notable, the initially high mortality rate in the South is explained by culturally re-
lated factors (i.e., percent black, median household income). This finding suggests that
alcohol prevention and treatment efforts in the South should be targeted toward lower
income populations and African Americans.

This study provides strong support for continued research on regional patterns of
alcohol-related mortality. The identification of additional factors that explain regional
differences may lead to further insights for interventions. Additional forms of alcohol-
related mortality (e.g., specific types, attributable fractions, total alcohol mortality)
should also be examined in future regional analyses.
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Warren County Landfill: Still Provocative After All These
Years

PS Wittie (1,2),* B Nicholson (2)
(1) Department of Geography, University of North Carolina-Chapel Hill, Chapel Hill, NC; (2) North
Carolina Superfund Section, Division of Waste Management, Department of Environment and
Natural Resources, Raleigh, NC

Abstract

Protest over the burial of polychlorinated biphenyl (PCB)-contaminated
soil in the Warren County PCB Landfill, a hazardous substance landfill near
the small town of Afton, North Carolina, “jump-started” the environmental
justice movement. A grassroots coalition of predominantly African-Americans
in Warren County joined with national groups headed by the United Church
of Christ’s Commission for Racial Justice, the Southern Leadership
Conference, and the Congressional Black Caucus to protest the development
of a hazardous substance landfill and the decline of their neighborhoods. The
decades-long resentment felt in minority communities over unfair siting prac-
tices, redlining practices, residential segregation, and other forms of discrimi-
nation had fueled the depth of concern in this community and galvanized it
into activism. Two truck operators had illegally dumped 30,000 gallons of
PCB-laced oil along a scattered 210-mile segment of roadways. (They went to
prison for illegal dumping.) Roughly 32,000 cubic yards of soil contaminated
with PCBs were removed from the rural roads and trucked to the landfill.
After 16 years, concern within these communities that they may suffer from in-
creased health risks continues. One question was unanswered: How do the so-
ciodemographic profiles of the neighborhoods where the PCB-laced oil was
dumped now compare with the community around the landfill? We con-
ducted a geographic information system (GIS) study of 14 counties in north
central North Carolina—the counties affected by the original dumping—to ad-
dress this question. Using notes from sampling site documentation and hand-
drawn maps, we created coverages of the formerly contaminated roadways
and half-mile buffers to examine the demographic characteristics of these
areas. The results do indeed show a higher concentration of minority popula-
tion along the union of Nash, Halifax, and Warren Counties, but the other sam-
pling sites show varying proximity to minority populations. While the
roadside spill areas do show a strong concentration of minority neighbor-
hoods, poverty was less concentrated than expected.

Keywords: environmental justice, demographics

Introduction

The Warren County (North Carolina) PCB Landfill has been controversial since its in-
ception back in September 1982, when trucks began to deliver polychlorinated
biphenyl (PCB)-contaminated soil to it.
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Waste haulers, attempting to save the expense of legal disposal, had decided to mix
their problematic chemicals with oil and spray the mixture on a 210-mile network of
rural roads in 14 counties of North Carolina (Figure 1). The significance of this event is
evident in its chronology. The contaminated soil and pavement was discovered on July
30, 1978, in a remote section of the Fort Bragg Military Reservation. Four days after the
initial discovery, a laboratory confirmed the presence of PCBs. Sixteen days later, the
governor asked the president to declare the 14 affected counties disaster areas.

A final decision to build a landfill in Warren County for the burial of the PCB-laced
soil led to great controversy because the county was predominantly black. For the first
time, nationally known civil rights activists and leaders joined local groups to protest
the development of a hazardous substance landfill using a 1960s style of nonviolent
civil disobedience.

This descriptive study is a direct reflection of the continuing controversy over the
Warren County PCB Landfill. In early 1998, we conducted a demographic analysis both
of the 210-mile roadside spill areas and of the landfill, using 1990 block group-level and
1980 county-level census data. Geographic information system (GIS) technology was
vital to the delineation of these areas and to the examination of demographic charac-
teristics. We sought to address three questions. First, do demographic characteristics
vary when examined at the county level versus the block group level? Second, what is
the minority and poverty composition of the populations in the spill areas? Third, how
do the demographics of the roadside spill areas compare with those of the area sur-
rounding the Warren County PCB Landfill?

The seminal report of the United Church of Christ’s Commission for Racial Justice
(UCCCRJ) (1) provides key research on the proximity of minority communities and
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Figure 1 Buffers of the Warren County (NC) PCB Landfill and affected roadside spill areas.
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hazardous waste facilities across the country, as well as research on the larger environ-
mental justice movement, which evolved from the debate and concern over the Warren
County PCB Landfill. Using a zip code scale of analysis, this statistically based study
finds no hazardous waste facilities in US communities with only 11% minority compo-
sition, one facility in a community with 24% minority composition, and two or more fa-
cilities in a community with 38% minority composition. Bullard’s Dumping in Dixie (2)
investigated the Warren County situation using the county as his scale of analysis, and
reported that the county was predominantly black (63.7%) and poor (its median family
income falls in the 92nd percentile for North Carolina). The US General Accounting
Office (3) conducted a study of the socioeconomic and racial characteristics surround-
ing four hazardous waste facilities in the South and, because minority communities sur-
round these facilities, found race to be a significant predictor for the presence of such
facilities. Anderton et al. (4), using a census tract-level scale of analysis, examined the
demographics around hazardous waste treatment, storage, and disposal facilities. Their
findings show the percentage of population engaged in manufacturing to be a better
predictor of hazardous waste facility presence than was race.

The probability of white migration out of urban areas increases as the proximity
and percentage of minority population increases (5). Some researchers believe that the
black middle class accompanies whites in their out-migration, further exacerbating the
economic and spatial isolation of low-income minorities (6,7). According to
Ottensmann (8), many studies have provided a threshold for the percentage of blacks
in an area above which the racially mixed neighborhood would exhibit a strong ten-
dency to transition to become predominantly black. This transition point has been dis-
cussed as being near 10% and approaching 40%. While racial segregation has decreased
during the 1970s and 1980s, it still remains high (5,8,9). Likewise, economic and social
disinvestment in minority communities is associated with increasing racial segregation
(5,10). The aggregation intervals of 10–19%, 20–29%, and 30% and over are used to iden-
tify the effects of poverty and its isolation of minority communities (7,11,12).

The definition of a minority community varies in these studies as much as the scale
of analysis used. Researchers often discuss minority communities in terms of how dif-
ferent neighborhoods are affected, either through poverty, isolation, or societal disin-
vestment. The findings of the UCCCRJ (1) and Massey and Denton (5) characterize
minority communities by their proximity to potentially hazardous facilities and their
increasing isolation from the amenities of the suburbs. Unlike William Julius Wilson’s
poverty categories (7) (which include the aggregation intervals identified in the previ-
ous paragraph), this method of describing minority communities is not well estab-
lished. Consequently, we suggest merging concepts from the UCCCRJ and Massey and
Denton studies to create the following categories:

1. Non-minority neighborhood: minority composition 0–14%.

2. Transitional zone: minority composition 15–24%.

3. Medium-high minority neighborhood: minority composition 25–34%; has a
medium-high likelihood of white out-migration and of increasing proximity to
a hazardous waste facility.

4. High minority neighborhood: minority composition 35% or higher, indicating a
high propensity for two or more hazardous waste facilities.
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Data and Methodology

For this project, the data consist of the 1990 Summary Tape File 3A (STF3A) from the US
Census Bureau (13) and enhanced census boundary files from GDT’s Dynamap/2000
(Geographic Data Technology, Lebanon, NH), which is a street network file for the state
of North Carolina. Additional data include maps from sampling site information (14),
paper-based USGS 7.5-minute quadrangles, and the County and City Data Book 1983
(15) for county-based 1980 census data. Windows NT-based GIS products, specifically
ARC/INFO, ArcView, and ArcView Spatial Analyst (all from ESRI, Redlands, CA) were
used to conduct the spatial analyses.

Using a GIS, we selected the road segments of the affected areas both through on-
screen processes and through the use of structured queries. The road segments were de-
veloped as separate coverages, treated with half-mile buffers, and overlaid with block
group boundaries. This process allows area calculations for the block group segments
in the half-mile buffer and comparisons with the entire block group. The variables to be
evaluated in these derived areas were percent nonwhite and percentage of persons liv-
ing in poverty.

Two basic questions had to be addressed to evaluate the affected area. First, the
characterization of minority communities needed meaningful aggregation ranges. For
this study, the percentage ranges of 0–14%, 15–24%, 25–34%, and 35%+ appeared most
relevant. Second, population estimates for these rural areas were needed.

Assuming a homogeneous distribution of population across each block group, the
percentage of each census block group’s area that was affected by roadside spills was
calculated. Each block group’s population count was then multiplied by this
percentage-of-area number to derive estimates for the total affected population, total af-
fected nonwhite population, and total number of affected persons living in poverty. (In
the tables, the word “calculated” refers to this process of estimation.) All percentages
were by dividing the calculated numerator by the calculated total population.

Two methods were used to test these estimates using regression analysis. The first
was to select block groups randomly and to test the relationship between a block
group’s total population and its area. The second was to count each house in the half-
mile buffer on USGS 7.5-minute quadrangles, whose published release dates range
from 1967 through 1986. Seventeen block group segments were selected (with bias) on
the basis of their high and low road density. Because most of these maps were dated
closest to the 1980 census, the county-based 1980 persons-per-household statistic was
multiplied by the house count in each block group segment. These multiplied counts
were averaged and compared with the area contribution for each block group. These
counts were also regressed against the area in each partial block group to test our sur-
rogate measures. These measures were used in lieu of field-checking (physically count-
ing houses within a half-mile of the affected roadside area) these segments on a random
basis for house counts, which time in the initial phase of the project did not permit. To
verify our use of the percentage of area as a multiplier, we required an R-square of 0.60
and a significance of p<0.20.

Results

To characterize the segments, we sought a reasonable rural population surrogate. The
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percentage of the sub-block group compared with the original block group proved to
be the best indicator, with an R-square of 0.99 and a p<0.05. The house count was not
as useful, which, given the age of the maps, was not surprising. 

Demographic characteristics are presented below for scale comparisons at the state,
county, and block group level. Variations are evident, because political boundaries
mask trends occurring at smaller aggregation units.

At the state level, the 1980 (15) and 1990 (13) decennial censuses both report the
North Carolina population as 24% nonwhite. In 1980, the percentage of persons living
in poverty was 12.5%; in 1990, it was 14.8%.

The county-based contributions to the overall sociodemographic characteristics
show four counties—Chatham, Franklin, Nash, and Warren—each having 10% or more
of the affected area (Table 1). Of these counties, Warren County has the greatest per-
centage of minority population (75.4%) and a medium-high poverty rate of 27.5%.
Granville and Halifax Counties each have approximately 6% of the total affected area
and a minority population base exceeding 50%. Franklin, Edgecombe, and Wake
Counties each have minority populations exceeding 25%.

An examination of minority communities at the county level (Table 2) shows that
approximately 50% of the affected area and population occur in a transitional zone
(15–24.99% minority population). Communities with medium-high (25–34.99%) or high
(35%+) minority composition each have an approximate 23% share of the affected area.
The calculated population shows a different trend, but the highest representation (53%
of the population) remains in the transitional zone. According to a county-level analy-
sis, non-minority areas occupy less than 10% of the affected spill area, and compose ap-
proximately 10% of its population.
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Table 1 Demographic Characteristics of the Roadside Spill Areas for Each County

Percent of Calculated Percent Calculated Percent of
Entire Nonwhite within Persons Living in Poverty

Affected Area Half-Mile Buffers within Half-Mile Buffers
County (%) (%) (%)

Chatham 16.4 20.77 12.52

Franklin 12.8 28.88 14.18

Nash 12.0 19.60 13.04

Warren 10.1 75.40 27.46

Harnett 7.6 20.18 14.69

Johnston 7.5 14.32 14.07

Wilson 6.6 19.40 12.00

Edgecombe 6.5 33.78 18.45

Granville 6.3 54.46 11.70

Halifax 6.0 92.03 36.78

Lee 4.2 20.77 10.54

Wake 3.9 28.88 10.04

Person 0.1 36.24 7.00

Moore 0.1 10.47 1.52

All counties 100.1



When these areas are examined at the block group level, results differ (Table 3).
Non-minority, transitional, and high-minority communities each occupy approxi-
mately 30% of the affected area; medium-high minority communities occupy approxi-
mately 12%. Roughly 38% of the area’s total population is in the non-minority group,
27% in the transitional group, 9% in the medium-high group, and 26% in the high group.

When the same block group data are reorganized according to established poverty
levels (Table 4), they follow the county-level trends. The low-poverty zone covers
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Table 2 Minority Community Typology of Counties Affected by Roadside Spill

Calculated Calculated
Percent of Total Percent of Total

Entire Total Block Population Population of
Minority Affected Group of Affected Affected
Community Area Populationa Areas Areas
Typology (%) (n) (n) (%) Counties

Non-minority 7.6 13,629 1,994 9.9 Johnston, Moore
(0–14.99%)

Transitional 46.8 70,871 10,787 53.4 Chatham, Nash, 
(15–24.99%) Harnett, Wilson, Lee

Medium-high 23.2 40,527 5,347 26.5 Franklin, 
(25–34.99%) Edgecombe, Wake

High (35%+) 22.5 18,193 2,079 10.3 Warren, Granville, 
Halifax, Person

Total 100.1 143,220 20,207 100.1

a 1990 US Census data (13)

Table 3 Minority Composition of Roadside Spill Area by Individual Block Group

Calculated
Calculated Calculated Percent Percent

Calculated Percent of Percent Percent Below Below
Block Percent Total Total Nonwhite Nonwhite of Poverty Poverty of
Group of Entire Population Population of Entire Entire of Entire Entire
Minority Affected of Affected of Affected Affected Affected Affected Affected
Community Area Areas Areas Areaa Area Areaa Area
Typology (%) (n) (%) (%) (%) (%) (%)

Non-minority 27.2 8,171 37.7 9.25 11.09 20.25 24.66
(0–14.99%)

Transitional 29.2 5,879 27.2 15.64 17.75 20.03 23.46
(15–24.99%)

Medium-high 11.7 1,988 9.2 9.03 10.43 10.44 9.13
(25–34.99%)

High 31.9 5,612 25.9 66.09 60.72 49.28 42.76
(35%+)

All block 100.0 21,650 100.0 100.01 99.99 100.00 100.01
groups

a 1990 US Census Data (13)



roughly 55% of the entire spill area and contains 48% of the total population; 41% of all
nonwhite persons in the spill area live in this zone. The non-poverty zone follows, with
22% of the total area and 34% of the total population.

Three points are evident when comparing the roadside spill areas with the landfill
area. First, the population is sparse in the landfill’s immediate area. We examined the
population demographics using one-half-, one-, and three-mile buffers around the
landfill (Table 5). Within the three-mile buffer, 779 people are estimated to reside, in a
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Table 4 Percentage of Persons Living Below Federal Poverty Levels in Roadside Spill Area

Calculated Calculated
Calculated Percent of Calculated Percent Percent

Total Total Percent Percent Below Below
Percent Population Population Nonwhite Nonwhite Poverty Poverty of

Block of Entire of Entire of Entire of Entire of Entire of Entire Entire
Group Affected Affected Affected Affected Affected Affected Affected
Poverty Area Area Area Areaa Area Areaa Area
Typology (%) (n) (%) (%) (%) (%) (%)

Non-poverty 22.2 7,280 33.6 20.31 13.81 15.54 15.17
(0–9.99%)

Low 54.8 10,392 48.0 34.24 40.61 42.87 47.80
(10–19.99%)

Medium 10.2 1,996 9.2 24.24 20.70 21.75 15.42
(20–29.99%)

High 112.8 1,983 9.2 21.21 24.88 19.83 21.61
(30%+)

Total 100.0 100.0 100.0 100.00 100.00 100.00 100.00

a 1990 US Census Data (13)

Table 5 Demographic Characteristics in Buffers around Warren County PCB Landfill

Calculated Calculated
Calculated Percent of Calculated Percent Percent

Total Total Percent Percent Below Below
Population Population Nonwhite Nonwhite Poverty Poverty of
of Entire of Entire of Entire of Entire of Entire Entire
Affected Affected Affected Affected Affected Affected

Area Area Areaa Area Areaa Area
Buffer (n) (%) (%) (%) (%) (%)

Half-mile 23 100.0 73.07 73.07 31.28 30.76
High High 

minority poverty

One-mile 75 100.0 73.07 73.07 31.28 30.76
High High 

minority poverty

Three-mile 779 100.0 69.60 71.14 27.16 27.68
High Medium 

minority poverty

a 1900 US Census Data (13)



community whose population base is estimated to be 70% nonwhite and 28% living in
poverty. The population estimates for the one-mile buffer and half-mile buffers are 75
and 23, respectively. These two smaller buffers both fall within a single block group that
has a 73% minority population and 31% living in poverty.

Second, all the block groups around the landfill are in high-minority and medium-
to-high poverty zones. The percentage of persons living in poverty and the percentage
of nonwhite persons in the total population decline slightly between the half-mile and
three-mile buffers.

Third, the difference in area between the landfill and the original 210-mile segment
means that more communities are affected along the roadside spill areas. For instance,
the half-mile buffered area around the landfill occupies only one block group, and is
only 0.4% of the size of the original affected roadside spill region. The three-mile buffer
crosses two block groups and is only 11% of the size of the original roadside spill re-
gion. The entire buffered roadside spill area intersects 111 block groups and is 80 times
larger than the half-mile buffered landfill area.

In the affected spill areas, 32% of the block group portions have high minority pop-
ulations (Table 6). An estimated 5,612 persons reside in these high-minority block group
segments, which have 26% of the population of the entire affected area. These segments
have 61% of all nonwhite persons and 43% of all the people living in poverty in the af-
fected area. The correlative medium-to-high poverty groups occupy 23% of the entire
affected area. In these zones, 18% of the entire area’s population, or 3,979 persons, re-
sides. The estimated percent nonwhite and percent below poverty in these zones are
46% and 37%, respectively.

Conclusions

The analysis shows a high representation of minorities and poor people along the 210-
mile stretch of PCB-contaminated spill area. Not too surprisingly, differences do exist
depending on the denominator or the scale chosen. While high minority representation
occurs in the affected areas, poverty is not as strongly evident. The demographics of the
roadside spill area show a greater variety of communities affected simply because the
area involved is far greater than that of the landfill.

Central factors in any study surround the scale of analysis and the questions asked.
Analysis of county-level data shows the highest proportion of the area to be in the
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Table 6 Minority and Poverty Characteristics in Buffers of the 210-Mile Roadside Spill Areas
Area Typology along Affected Areas

Calculated Calculated
Total Percent of Calculated Calculated

Area Percent of Population Total Percent Percent Below
Typology Entire of Entire Population of Nonwhite of Poverty of
along Affected Affected Entire Entire Entire
Affected Area Area Affected Area Affected Area Affected Area
Areas (%) (n) (%) (%) (%)

High minority 32 5,612 26 61 43

Medium-to-high poverty 23 3,979 18 46 37



transitional zone. The block group-level analysis shows a different pattern, with an al-
most equivalent distribution in the non-minority, transitional, and high-minority
groups. The removal of county boundaries provides a clearer idea of the minority rep-
resentation of the affected area.

An examination of minority and poverty zones in the original roadside spill areas
shows a higher correlation between spill area and minority areas than between spill
area and poverty. High-minority zones account for only approximately one-third of the
entire area, but they contain one-fourth of the calculated total affected population and
two-thirds of the nonwhite population. The medium-to-high poverty zones show fewer
people being impacted. They constitute approximately one-fourth of the affected block
groups, less than one-fifth of the total population, and more than one-third of all those
living in poverty in the affected area.

The landfill occupies a relatively minimal area compared with the affected roadside
spill area, which makes a realistic comparison difficult. The single block group sur-
rounding the landfill is predominantly nonwhite (73%) with medium-to-high poverty.
The roadside spill cleanup area shows high-minority communities composing approx-
imately 32% of the 111 affected block groups across an area 80 times the size of the half-
mile buffer of the Warren County PCB Landfill.

A non-homogeneous population distribution within a given block group may in-
troduce error. Population tends to follow roadways, and the density of roads within the
buffer will vary. In rural areas, houses flank roadways and are found within approxi-
mately 200 feet of the road. The issues raised by non-homogeneous distribution and
varying road density will be addressed in further GIS and statistical analyses. The pop-
ulation estimates need further evaluation, especially when areas under investigation do
not conform to typical reporting units.

The delineation of minority communities using the merged theories from the urban
underclass and environmental justice debate presents a useful typology. However, the
urban underclass and racial segregation theories are based upon studies of urban areas,
not poor rural areas in the South. Further research should examine this linkage to fur-
ther test its validity.

While the primary idea of the study was to see if PCB-contaminated soil was re-
moved from non-minority zones and dumped in high minority areas, the results show
that a range of communities was affected across the 14-county area of the original spill.

The assumption of increasing isolation and decreased political power does under-
lie the theoretical base of environmental equity studies, but the political landscape has
been changing over the years. Indeed, the controversy over the Warren County PCB
Landfill helped to change the political dialogue about the siting process. Questions that
previously had not been asked now have become standard. The question of who lives
where is now part of the process.
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